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Two fundamental quantum systems

• Particles in one dimension is a fundamental problem of strongly 
correlated systems

• Interactions are enhanced due to the particles’ restricted motion

• Special role played by particle statistics

• Many such systems amenable to exact solutions, such as Bethe ansatz

• The harmonic oscillator is a fundamental model of quantum physics

• In the absence of interactions, we know the exact ground state

• No Bethe-ansatz solution for 1D fermions in a harmonic potential
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Model

• Two species (spins) of fermions with short-range interactions

2

We have furthermore mapped our problem onto an ef-
fective Heisenberg spin chain of finite length and we have
determined the Hamiltonian within which our wavefunc-
tions are formally exact. For N# = 1, the ground-state
wavefunction simply corresponds to a sign-alternating
Pascal’s triangle, i.e., at site i it is proportional to
(�1)i

�
N"
i

�
, with 0  i  N". It follows that the probabil-

ity distribution of the # impurity in the thermodynamic
limit N" ! 1 is a Gaussian only slightly broadened
compared with the probability distribution of the impu-
rity in its non-interacting ground state. However, the
overlap with the non-interacting ground state (i.e., the
impurity residue) tends to zero in the limit N" ! 1,
in accordance with the orthogonality catastrophe [24].
In general, the e↵ective spin model is expected to accu-
rately describe any N#, N", and it can in principle be
solved using numerical methods for lattice systems, like
the density matrix renormalization group [25].

The paper is organized as follows. In Section II we first
discuss the model and the role played by spin. In Section
III we then introduce our approximation scheme. Sec-
tion IV describes how the Hellmann-Feynman theorem
may be applied to solve for the wavefunctions perturba-
tively around the TG limit. In Section V we show how
the problem may be mapped onto an e↵ective Heisenberg
Hamiltonian, and solve the Schrödinger equation exactly
for the ground state manifold of wavefunctions within our
approximation scheme. In Section VI we then consider
the many-body limit, finding the probability distribution
of the impurity for large N" and comparing with that ex-
pected from the local density approximation. In Sec. VII,
we consider experimental probes of the 1D system. In
particular, we discuss how a dynamical SO(2, 1) symme-
try exists at infinite coupling [26]; this leads to a tower
of breathing modes of the harmonically trapped system
with frequency separated by twice that of the trap and
the shift of these away from the TG limit may be pre-
dicted from our spectrum. Finally, in Sec. VIII we con-
clude, showing how our e↵ective Heisenberg model allows
us to obtain the ground state manifold for any number
of ", # particles.

II. MODEL

We consider the 1D Hamiltonian for N + 1 particles
with contact interactions in a harmonic potential

H =
NX
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�(xi � xj). (1)

Here, the coupling g quantifies the strength of the short-
range interactions, ! is the harmonic oscillator frequency,
and we assume that all the fermions have the same mass
m. Since H is independent of spin, the eigenstates will
have well defined spin projection Sz = (N" �N#)/2 and
total spin S, where N" +N# = N + 1. In the following,
we use harmonic oscillator units where ! = m = ~ = 1.

In the TG limit, the coupling strength g ! 1 and
the system simplifies significantly due to the form of
the boundary conditions when two particles approach
each other. Specifically, for a given wavefunction  (x),
the infinite repulsion requires limxij!0  (x) = 0, with
xij ⌘ xi � xj the relative coordinate for any pair of
fermions and x = (x0, x1, . . . , xN ). Note that identical
fermions always obey this condition, regardless of the
size of g, due to the antisymmetry of the wavefunction
with respect to exchange of particles. Since all parti-
cles experience the same boundary conditions, it follows
that the ground-state manifold for a system with fixed
Sz contains

�
N"+N#

N#

�
degenerate states, corresponding to

the number of unique configurations of " and # particles.
The simplest eigenstate of the Hamiltonian (1) is the

fully ferromagnetic state, corresponding to the maximum
total spin S = (N+1)/2. In this case, the spin part of the
wavefunction is always symmetric, regardless of Sz, and
thus the wavefunction in real space must be antisymmet-
ric. In other words, the wavefunction takes the form of a
Slater determinant of single-particle harmonic oscillator
wavefunctions, and can be written as follows [27]

 0(x) = NN
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where the normalization constant NN is
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The ferromagnetic state described by Eq. (2) corresponds
to that of N +1 identical fermions, and thus its energy is
E0 =

PN
n=0(n + 1/2) = N(N + 2)/2. Furthermore, this

state is independent of g since the wavefunction antisym-
metry guarantees that it always vanishes when xij ! 0.
For a given Sz, the remaining eigenstates with the same

energy E0 in the TG limit may be characterized by other
S. For instance, for N" = N# = 1, there are two states:
S = 0 and S = 1. However, for general particle number,
spin alone is not su�cient to determine the states with
S < (N + 1)/2, since the degeneracy of the ground-state
manifold is

�
N"+N#

N#

�
whereas the number of di↵erent S

for a given Sz is 1 + min(N", N#). Thus, the structure
of the eigenstates will depend on the harmonic potential
and how the states evolve as g ! 1, as we discuss below.
In the following, we focus on the impurity problem

where we have one # particle at position x0 and N "
particles at positions xi with 1  i  N . In this case,
we have N eigenstates with spin S = Sz = (N � 1)/2, in
addition to the ferromagnetic state.

III. GROUND-STATE MANIFOLD IN THE
TONKS-GIRARDEAU LIMIT

To construct the wavefunctions with S = Sz = N�1
2

in the ground-state manifold in the TG limit, it is useful

Model

• Two components of fermions interacting with short-range 
interactions
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We have furthermore mapped our problem onto an ef-
fective Heisenberg spin chain of finite length and we have
determined the Hamiltonian within which our wavefunc-
tions are formally exact. For N# = 1, the ground-state
wavefunction simply corresponds to a sign-alternating
Pascal’s triangle, i.e., at site i it is proportional to
(�1)i

�
N"
i

�
, with 0  i  N". It follows that the probabil-

ity distribution of the # impurity in the thermodynamic
limit N" ! 1 is a Gaussian only slightly broadened
compared with the probability distribution of the impu-
rity in its non-interacting ground state. However, the
overlap with the non-interacting ground state (i.e., the
impurity residue) tends to zero in the limit N" ! 1,
in accordance with the orthogonality catastrophe [24].
In general, the e↵ective spin model is expected to accu-
rately describe any N#, N", and it can in principle be
solved using numerical methods for lattice systems, like
the density matrix renormalization group [25].

The paper is organized as follows. In Section II we first
discuss the model and the role played by spin. In Section
III we then introduce our approximation scheme. Sec-
tion IV describes how the Hellmann-Feynman theorem
may be applied to solve for the wavefunctions perturba-
tively around the TG limit. In Section V we show how
the problem may be mapped onto an e↵ective Heisenberg
Hamiltonian, and solve the Schrödinger equation exactly
for the ground state manifold of wavefunctions within our
approximation scheme. In Section VI we then consider
the many-body limit, finding the probability distribution
of the impurity for large N" and comparing with that ex-
pected from the local density approximation. In Sec. VII,
we consider experimental probes of the 1D system. In
particular, we discuss how a dynamical SO(2, 1) symme-
try exists at infinite coupling [26]; this leads to a tower
of breathing modes of the harmonically trapped system
with frequency separated by twice that of the trap and
the shift of these away from the TG limit may be pre-
dicted from our spectrum. Finally, in Sec. VIII we con-
clude, showing how our e↵ective Heisenberg model allows
us to obtain the ground state manifold for any number
of ", # particles.

II. MODEL

We consider the 1D Hamiltonian for N + 1 particles
with contact interactions in a harmonic potential

H =
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Here, the coupling g quantifies the strength of the short-
range interactions, ! is the harmonic oscillator frequency,
and we assume that all the fermions have the same mass
m. Since H is independent of spin, the eigenstates will
have well defined spin projection Sz = (N" �N#)/2 and
total spin S, where N" +N# = N + 1. In the following,
we use harmonic oscillator units where ! = m = ~ = 1.

In the TG limit, the coupling strength g ! 1 and
the system simplifies significantly due to the form of
the boundary conditions when two particles approach
each other. Specifically, for a given wavefunction  (x),
the infinite repulsion requires limxij!0  (x) = 0, with
xij ⌘ xi � xj the relative coordinate for any pair of
fermions and x = (x0, x1, . . . , xN ). Note that identical
fermions always obey this condition, regardless of the
size of g, due to the antisymmetry of the wavefunction
with respect to exchange of particles. Since all parti-
cles experience the same boundary conditions, it follows
that the ground-state manifold for a system with fixed
Sz contains

�
N"+N#

N#

�
degenerate states, corresponding to

the number of unique configurations of " and # particles.
The simplest eigenstate of the Hamiltonian (1) is the

fully ferromagnetic state, corresponding to the maximum
total spin S = (N+1)/2. In this case, the spin part of the
wavefunction is always symmetric, regardless of Sz, and
thus the wavefunction in real space must be antisymmet-
ric. In other words, the wavefunction takes the form of a
Slater determinant of single-particle harmonic oscillator
wavefunctions, and can be written as follows [27]
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The ferromagnetic state described by Eq. (2) corresponds
to that of N +1 identical fermions, and thus its energy is
E0 =

PN
n=0(n + 1/2) = N(N + 2)/2. Furthermore, this

state is independent of g since the wavefunction antisym-
metry guarantees that it always vanishes when xij ! 0.
For a given Sz, the remaining eigenstates with the same

energy E0 in the TG limit may be characterized by other
S. For instance, for N" = N# = 1, there are two states:
S = 0 and S = 1. However, for general particle number,
spin alone is not su�cient to determine the states with
S < (N + 1)/2, since the degeneracy of the ground-state
manifold is

�
N"+N#

N#

�
whereas the number of di↵erent S

for a given Sz is 1 + min(N", N#). Thus, the structure
of the eigenstates will depend on the harmonic potential
and how the states evolve as g ! 1, as we discuss below.
In the following, we focus on the impurity problem

where we have one # particle at position x0 and N "
particles at positions xi with 1  i  N . In this case,
we have N eigenstates with spin S = Sz = (N � 1)/2, in
addition to the ferromagnetic state.

III. GROUND-STATE MANIFOLD IN THE
TONKS-GIRARDEAU LIMIT

To construct the wavefunctions with S = Sz = N�1
2

in the ground-state manifold in the TG limit, it is useful

(use harmonic oscillator units)

• The short-range interactions naturally arise in ultracold atomic 
gases

At low collision energies, the 3D 
interactions become effectively 1D:

Olshanii PRL 1998

• Consider a single tube in an optical lattice
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Ultracold fermions in Heidelberg

The 1D harmonic oscillator was realized in a recent series of experiments 
with two-component fermions in the group of S. Jochim

• Fermionization of two distinguishable fermions Zürn et al, PRL 2012
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Ultracold fermions in Heidelberg

Zürn et al, PRL 2012

simple picture this can be explained as follows: If one
particle tunnels through the barrier the interaction energy
is released as kinetic energy, which leaves the other particle
in the unperturbed ground state of the potential. This state
has a tunneling time scale much larger than the duration of
the experiment. Thus we can fit exponentials of the form

NðtÞ ¼ Ntunnele
$ðt=!Þ þ Nremain to the mean particle number

to deduce the tunneling time constant ! for different mag-
netic fields. The mean numbers of tunneled (Ntunnel) and
remaining particles (Nremain) are expected to be unity.
However, due to the finite preparation fidelity they are
slightly lower. In Fig. 4 we show the determined tunneling
time constants of a system of two interacting fermions for
different interaction energies as a function of the magnetic
field. We observe a decrease in the tunneling time constant
over 2 orders of magnitude for increasing magnetic field
due to the gain in interaction energy caused by the CIR.

For a direct comparison of the properties of the two
interacting distinguishable fermions with those of two
identical fermions we perform the same measurement
with two fermions in state j""i in the same potential
[Fig. 1(c)]. The results of these reference measurements
are shown in Figs. 3 and 4 (green [light gray] points). As
the identical fermions are noninteracting we find no
dependence of the tunneling time constant on the magnetic

field in this measurement. Comparing the results of the two
systems we find that the tunneling time constant for the
interacting system decreases monotonically with increas-
ing magnetic field and crosses the magnetic field indepen-
dent tunneling time constant of the two identical fermions.
Thus there is one magnetic field value where the tunneling
time constants of both systems are equal. At this point both
systems must have the same energy. For a 1D system with
given energy there is only one unique solution for the
square modulus of the wave function. Therefore, right at
the observed crossing point of the tunneling time constants
the energy and the square modulus of the wave function
jc ðz1; z2Þj2 of the two interacting distinguishable fermions
and the two noninteracting identical fermions must be
equal. Hence, exactly at this crossing point the system of
two distinguishable fermions is fermionized. As predicted
by theory [6,10] we find the position of the fermionization

FIG. 3 (color online). Mean number of particles remaining in
the potential well. After modifying the initial potential the
particles can tunnel through a barrier of fixed height for a certain
hold time. Subsequently, tunneling is switched off and the mean
particle number left in the potential is recorded by averaging
over many experimental realizations. Exponential fits to the data
(solid lines) allow us to extract the tunneling time constants of
two interacting distinguishable fermions for different interaction
strengths (blue [dark gray]) and of two identical fermions (green
[light gray]). Each data point is the average of about 70 mea-
surements except for the first and the last data point in each
series (about 230 realizations). The errors are the standard errors
of the mean.

FIG. 4 (color online). (a) Tunneling time constants for differ-
ent values of the 1D coupling strength. The tunneling time
constant of two repulsively interacting distinguishable fermions
(blue [dark gray] curve) decreases by 2 orders of magnitude with
increasing magnetic field. This is attributed to the gain in
interaction energy when ramping across the CIR. The tunneling
time constant of two noninteracting identical fermions (green
[light gray] line) remains unaffected by the magnetic field within
our experimental accuracy. At the magnetic field value where
both curves cross we identify the fermionization of two distin-
guishable fermions. The errors are the statistical errors of the fits
shown in Fig. 3. The blue [dark gray] line is a guide to the eye.
(b) One-dimensional coupling constant gj"#i with a CIR at
ð783:4& 0:4ÞG. For the calculation we used the perpendicular

harmonic oscillator length a? ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi@="!?

p
of the modified

potential.
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We study a system of two distinguishable fermions in a 1D harmonic potential. This system has the

exceptional property that there is an analytic solution for arbitrary values of the interparticle interaction.

We tune the interaction strength and compare the measured properties of the system to the theoretical

prediction. For diverging interaction strength, the energy and square modulus of the wave function for two

distinguishable particles are the same as for a system of two noninteracting identical fermions. This is

referred to as fermionization. We have observed this phenomenon by directly comparing two distinguish-

able fermions with diverging interaction strength with two identical fermions in the same potential. We

observe good agreement between experiment and theory. By adding more particles our system can be used

as a quantum simulator for more complex systems where no theoretical solution is available.

DOI: 10.1103/PhysRevLett.108.075303 PACS numbers: 67.85.Lm, 03.75.!b

A powerful tool for solving complex quantum systems
is to map their properties onto systems with simpler solu-
tions. For interacting bosons in one dimension there is a
one-to-one correspondence of the energy and the square
modulus of the wave function jc ðx1; . . . ; xnÞj2 to a system
of identical fermions [1]. As one consequence the local pair
correlation gð2Þð0Þ of an interacting 1D Bose gas vanishes
for diverging interaction strength just like in a gas of non-
interacting identical fermions. Thus, a large decrease of
gð2Þð0Þ in a repulsively interacting 1D Bose gas is strong
evidence for the existence of fermionization [2].

The many-body properties of such 1D bosonic systems
have been studied in [3,4]. However, the essential property
of a such a gas—namely the fermionization [1,5]—is al-
ready present in a system of two interacting particles,
regardless of the particles being identical bosons or distin-
guishable fermions [6]. This two-particle problem is of
significant interest because it is the main building block of
all 1D quantum systems with short-range interactions. It is
also one of the few quantum mechanical systems for which
an analytic solution exists. In contrast to measurements of
bulk properties such as compressibility and collective os-
cillations or measurements of local pair correlations [2], we
access the energy and the square modulus of the wave
function of the fundamental two-particle system. We di-
rectly observe fermionization of two distinguishable fermi-
ons by comparing two distinguishable fermions with two
identical fermions in the same potential. In optical lattices
the energy of similar two-particle systems has been mea-
sured for large but not diverging interaction strength [7,8].

We realize such a two-particle system with tunable
interaction using two fermionic 6Li atoms in the ground
state of a potential created by an optical dipole trap and a
magnetic field gradient [Figs. 1(a) and 1(b)]. We can
prepare this state with a fidelity of ð93$ 2Þ% [9]. The

energy of such two particles interacting via contact inter-
action—which is fully described by one parameter, the 1D
coupling strength g—can be analytically calculated for a
harmonically trapped 1D system [10,11]. The problem can
be separated into center-of-mass and relative motion be-
cause of the harmonic trapping potential and because the
interaction term only depends on the relative distance
between the two particles. Then the solution can be written
as a product of the center-of-mass and the relative wave
function. The latter is shown in Fig. 2(a) for different

FIG. 1 (color online). Trap setup and sketch of the performed
experiment. (a) Our trap consists of an optical potential created
by a tight focus of a laser beam and a magnetic field gradient.
(b) Deterministic preparation of two fermions in the ground state
of a potential well. (c) We measure the tunneling dynamics
through a potential barrier for a repulsively interacting system
of two distinguishable fermions for various interaction energies.
The mean interaction energy per particle is indicated by the
parameter U. These results are then compared with the tunneling
dynamics of two noninteracting identical fermions in the same
potential.
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Tunneling experiment:

at the magnetic field value where gj"#i diverges due to the
confinement-induced resonance.

For magnetic field values below the CIR we have real-
ized the two-particle limit of a Tonks-Girardeau gas [6].
Above the CIR we have created a super-Tonks state con-
sisting of two particles. The super-Tonks state is a strongly
correlated metastable state above the attractive ground
state branch [see Fig. 2(b)]. In a system with particle
numbers ! 3 inelastic three-body collisions lead to a fast
decay of the metastable super-Tonks-Girardeau gas [4]. In
contrast, our two-particle super-Tonks state is stable
against collisional losses since there is no third particle
available to undergo an inelastic three-body event. To
determine the energy of the two interacting fermions
from the measured tunneling time constants we use a
WKB calculation (see Supplemental Material [13]). This
requires knowledge of the potential shape. The parameters
of the optical potential are determined by precise measure-
ments of the level spacings in the potential. The final
parameter to determine the barrier height is fixed by the
measured tunneling time constant of two identical fermi-
ons (see [13]). The energies obtained from the tunneling
time constants of two distinguishable fermions are shown
in Fig. 5.

We compare these energies to the analytic theory for a
harmonic potential [10] (see Fig. 2). This theory needs two
input parameters, the coupling strength and the level spac-
ing. For the coupling strength we use gj"#i of our system
shown in Fig. 4(b). For the level spacing we use the energy
difference @!kcalc ¼ E0 # E1 ¼ 2!@$ 743 Hz between
the ground and first excited state of the potential which

we calculate using the WKB method. With this approxi-
mation the energy obtained from the tunneling measure-
ments and the energy obtained from the analytic theory
[10] are the same at the CIR. For the Tonks regime we find
excellent agreement of the experimentally determined en-
ergy with the theoretical prediction for a harmonic trap.
Above the CIR the harmonic theory is not applicable
because the second excited state is not bound in our
potential. Additionally, we expect deviations for larger
energies due to the limited validity of the WKB approxi-
mation for energies close to the continuum threshold. A
more precise description could be achieved by adapting
the theory described in [10] to our nonharmonic potential
and by using a more accurate theory for the tunneling
process [20,21].
In summary, we have measured the interaction energy of

two distinguishable fermions as a function of the interac-
tion strength and identified the point of fermionization. The
good agreement between our results and theoretical pre-
dictions shows that our experiment has the capability to
simulate strongly correlated few-body quantum systems.
Using the experimental methods established in this work it
is straightforward to extend our studies to more complex
systems. Simply adding a third particle either in one of the
present spin states [22] or a different spin state [23,24]
allows us to study a highly nontrivial system where no
analytical solution exists. In a few-body system with de-
fined particle number and attractive interaction we could
investigate pairing phenomena and thus work towards
studying superfluidity in finite systems. This has already
been investigated in the context of nuclear physics [25]. By
dynamically changing the shape of the trapping potential
we could simulate a vast amount of different time-
dependent quantum systems. A feasible experiment would
be to periodically modulate the strength of the magnetic
field gradient. This would allow us to study ionizationlike
excitations in the strong-field regime [26] which have been
studied in ultrafast physics [27].
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FIG. 5 (color online). Interaction energy of two fermions for
different interaction regimes. By using a WKB based calculation
we can determine the energy of two distinguishable fermions at
different interaction strengths (blue points) from the tunneling
time constants presented in Fig. 4(a). The blue curve shows the
expected energy shift for a harmonically trapped system (dashed
rectangle in Fig. 2).
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So far experiments with a single impurity 
and up to 5 majority atoms

Wentz et al, Science 2013



The single impurity problem

Inspired by the experiment, we focus on the

• single impurity problem

• in a 1D geometry

• in an external harmonic potential

• in the vicinity of the Tonks-Girardeau limit of infinite repulsion  

We show that this problem can be solved essentially exactly for any number 
of majority particles
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The Tonks-Girardeau limit

For N spin-up fermions and 1 spin-down fermion there are N+1 
degenerate wavefunctions in the TG limit

• # of ways to order the impenetrable particles

• # of degenerate wavefunctions which are everywhere proportional to the 
fermionized wavefunction:  

• Such wavefunctions all have the same kinetic energy and vanishing 
interaction energy

2

We have furthermore mapped our problem onto an ef-
fective Heisenberg spin chain of finite length and we have
determined the Hamiltonian within which our wavefunc-
tions are formally exact. For N# = 1, the ground-state
wavefunction simply corresponds to a sign-alternating
Pascal’s triangle, i.e., at site i it is proportional to
(�1)i

�
N"
i

�
, with 0  i  N". It follows that the probabil-

ity distribution of the # impurity in the thermodynamic
limit N" ! 1 is a Gaussian only slightly broadened
compared with the probability distribution of the impu-
rity in its non-interacting ground state. However, the
overlap with the non-interacting ground state (i.e., the
impurity residue) tends to zero in the limit N" ! 1,
in accordance with the orthogonality catastrophe [24].
In general, the e↵ective spin model is expected to accu-
rately describe any N#, N", and it can in principle be
solved using numerical methods for lattice systems, like
the density matrix renormalization group [25].

The paper is organized as follows. In Section II we first
discuss the model and the role played by spin. In Section
III we then introduce our approximation scheme. Sec-
tion IV describes how the Hellmann-Feynman theorem
may be applied to solve for the wavefunctions perturba-
tively around the TG limit. In Section V we show how
the problem may be mapped onto an e↵ective Heisenberg
Hamiltonian, and solve the Schrödinger equation exactly
for the ground state manifold of wavefunctions within our
approximation scheme. In Section VI we then consider
the many-body limit, finding the probability distribution
of the impurity for large N" and comparing with that ex-
pected from the local density approximation. In Sec. VII,
we consider experimental probes of the 1D system. In
particular, we discuss how a dynamical SO(2, 1) symme-
try exists at infinite coupling [26]; this leads to a tower
of breathing modes of the harmonically trapped system
with frequency separated by twice that of the trap and
the shift of these away from the TG limit may be pre-
dicted from our spectrum. Finally, in Sec. VIII we con-
clude, showing how our e↵ective Heisenberg model allows
us to obtain the ground state manifold for any number
of ", # particles.

II. MODEL

We consider the 1D Hamiltonian for N + 1 particles
with contact interactions in a harmonic potential

H =
NX

i=0
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� ~2
2m
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i

�
+ g

X

i<j

�(xi � xj). (1)

Here, the coupling g quantifies the strength of the short-
range interactions, ! is the harmonic oscillator frequency,
and we assume that all the fermions have the same mass
m. Since H is independent of spin, the eigenstates will
have well defined spin projection Sz = (N" �N#)/2 and
total spin S, where N" +N# = N + 1. In the following,
we use harmonic oscillator units where ! = m = ~ = 1.

In the TG limit, the coupling strength g ! 1 and
the system simplifies significantly due to the form of
the boundary conditions when two particles approach
each other. Specifically, for a given wavefunction  (x),
the infinite repulsion requires limxij!0  (x) = 0, with
xij ⌘ xi � xj the relative coordinate for any pair of
fermions and x = (x0, x1, . . . , xN ). Note that identical
fermions always obey this condition, regardless of the
size of g, due to the antisymmetry of the wavefunction
with respect to exchange of particles. Since all parti-
cles experience the same boundary conditions, it follows
that the ground-state manifold for a system with fixed
Sz contains

�
N"+N#

N#

�
degenerate states, corresponding to

the number of unique configurations of " and # particles.
The simplest eigenstate of the Hamiltonian (1) is the

fully ferromagnetic state, corresponding to the maximum
total spin S = (N+1)/2. In this case, the spin part of the
wavefunction is always symmetric, regardless of Sz, and
thus the wavefunction in real space must be antisymmet-
ric. In other words, the wavefunction takes the form of a
Slater determinant of single-particle harmonic oscillator
wavefunctions, and can be written as follows [27]

 0(x) = NN
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xij
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A e�
PN

k=0 x2
k/2, (2)

where the normalization constant NN is

NN =
1p

(N + 1)!

s
2

1
2N(N+1)

⇡
1
2 (N+1)

QN
n=0 n!

. (3)

The ferromagnetic state described by Eq. (2) corresponds
to that of N +1 identical fermions, and thus its energy is
E0 =

PN
n=0(n + 1/2) = N(N + 2)/2. Furthermore, this

state is independent of g since the wavefunction antisym-
metry guarantees that it always vanishes when xij ! 0.
For a given Sz, the remaining eigenstates with the same

energy E0 in the TG limit may be characterized by other
S. For instance, for N" = N# = 1, there are two states:
S = 0 and S = 1. However, for general particle number,
spin alone is not su�cient to determine the states with
S < (N + 1)/2, since the degeneracy of the ground-state
manifold is

�
N"+N#

N#

�
whereas the number of di↵erent S

for a given Sz is 1 + min(N", N#). Thus, the structure
of the eigenstates will depend on the harmonic potential
and how the states evolve as g ! 1, as we discuss below.
In the following, we focus on the impurity problem

where we have one # particle at position x0 and N "
particles at positions xi with 1  i  N . In this case,
we have N eigenstates with spin S = Sz = (N � 1)/2, in
addition to the ferromagnetic state.

III. GROUND-STATE MANIFOLD IN THE
TONKS-GIRARDEAU LIMIT

To construct the wavefunctions with S = Sz = N�1
2

in the ground-state manifold in the TG limit, it is useful
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain

C = � dE

d(g�1)

����
g!1

= �
⌧

@H
@(g�1)

�����
g!1

⌘ h |H0 | i
h | i ,

which defines the perturbation H0. The state | i is
a linear combination of the basis states {�l} of the
ground-state manifold: | i =

P
n ↵n |�ni. To obtain

the eigenstates, we require | i to be a stationary state,
i.e. �C

�↵⇤
l
= 0, resulting in the eigenvalue equation

NX

m=0

NX

n=0

(��1)lmH0
mn↵n = C↵l, (7)

with C the eigenvalue of the state | i. The matrix ele-
ments of H0 are

H0
ln = h�l|H0 |�ni = lim

g!1
g2
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Z
dx �(xi0)�l�n

=
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dx �(xi0)
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�
, (8)

with @�l

@xi0
|+� = limxi0!0+

@�l

@xi0
(xi0)� limxi0!0�

@�l

@xi0
(xi0).

This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0

@xi0
|+� = 0 and

therefore we must always have H0
0n = H0

n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.

For N = 1 (N = 2) the evalutation of H0 is straightfor-
ward and yields H0

11 = 2
p
2⇡ (H0

11 = H0
22 = 27⇡/

p
8),

while all other elements vanish. Thus we find
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, (9)
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where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):

N = 3 :  0 = �0,

 1 =

r
1

5
(1.00188�1 � 0.00941221�3),

 2 =
1

2
(�0 � �2),

 3 =

r
1

20
(0.992463�1 � 4.99996�3). (11)

while the contact coe�cients are

N = 3 :

0

B@

C0
C1
C2
C3

1

CA = 1.18067

0

B@

0
1.00305
3.02818

6

1

CA . (12)

These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states

N = 3 :  ̃0 = �0,  ̃1 =

r
1

5
�1,  ̃2 =

1

2
(�0 � �2),

 ̃3 =

r
1

20
(�1 � 5�3). (13)

These are identical to the wavefunctions obtained nu-
merically in Ref. [9]. Remarkably, we see that there is

3

to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:

�0 = N2 x12x01x02 e�(x
2
0+x2

1+x2
2)/2,

�1 = N2 x12 (|x01|x02 + x01|x02|) e�(x
2
0+x2

1+x2
2)/2,

�2 = N2 x12|x01x02| e�(x
2
0+x2

1+x2
2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =

r
3

8
�1,  2 =

r
1

8
(�0 � 3�2).

(5)

The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:

�ln =
1

N + 1

NX
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"
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⇥
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(�1)k2

✓
i
k2

◆✓
N � i
n� k2

◆#
. (6)

The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.
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Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
 ̃l

���H
��� ̃l

E
(blue), both to order 1/g. For g < 0, there is also

a two-body bound state at negative energies which we do not
show.

IV. PERTURBATION THEORY AROUND THE
TONKS-GIRARDEAU LIMIT

To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.
An important question concerns the nature of the sys-

tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],
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The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined
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IV. PERTURBATION THEORY AROUND THE
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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We have furthermore mapped our problem onto an ef-
fective Heisenberg spin chain of finite length and we have
determined the Hamiltonian within which our wavefunc-
tions are formally exact. For N# = 1, the ground-state
wavefunction simply corresponds to a sign-alternating
Pascal’s triangle, i.e., at site i it is proportional to
(�1)i

�
N"
i

�
, with 0  i  N". It follows that the probabil-

ity distribution of the # impurity in the thermodynamic
limit N" ! 1 is a Gaussian only slightly broadened
compared with the probability distribution of the impu-
rity in its non-interacting ground state. However, the
overlap with the non-interacting ground state (i.e., the
impurity residue) tends to zero in the limit N" ! 1,
in accordance with the orthogonality catastrophe [24].
In general, the e↵ective spin model is expected to accu-
rately describe any N#, N", and it can in principle be
solved using numerical methods for lattice systems, like
the density matrix renormalization group [25].

The paper is organized as follows. In Section II we first
discuss the model and the role played by spin. In Section
III we then introduce our approximation scheme. Sec-
tion IV describes how the Hellmann-Feynman theorem
may be applied to solve for the wavefunctions perturba-
tively around the TG limit. In Section V we show how
the problem may be mapped onto an e↵ective Heisenberg
Hamiltonian, and solve the Schrödinger equation exactly
for the ground state manifold of wavefunctions within our
approximation scheme. In Section VI we then consider
the many-body limit, finding the probability distribution
of the impurity for large N" and comparing with that ex-
pected from the local density approximation. In Sec. VII,
we consider experimental probes of the 1D system. In
particular, we discuss how a dynamical SO(2, 1) symme-
try exists at infinite coupling [26]; this leads to a tower
of breathing modes of the harmonically trapped system
with frequency separated by twice that of the trap and
the shift of these away from the TG limit may be pre-
dicted from our spectrum. Finally, in Sec. VIII we con-
clude, showing how our e↵ective Heisenberg model allows
us to obtain the ground state manifold for any number
of ", # particles.

II. MODEL

We consider the 1D Hamiltonian for N + 1 particles
with contact interactions in a harmonic potential

H =
NX

i=0


� ~2
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i<j

�(xi � xj). (1)

Here, the coupling g quantifies the strength of the short-
range interactions, ! is the harmonic oscillator frequency,
and we assume that all the fermions have the same mass
m. Since H is independent of spin, the eigenstates will
have well defined spin projection Sz = (N" �N#)/2 and
total spin S, where N" +N# = N + 1. In the following,
we use harmonic oscillator units where ! = m = ~ = 1.

In the TG limit, the coupling strength g ! 1 and
the system simplifies significantly due to the form of
the boundary conditions when two particles approach
each other. Specifically, for a given wavefunction  (x),
the infinite repulsion requires limxij!0  (x) = 0, with
xij ⌘ xi � xj the relative coordinate for any pair of
fermions and x = (x0, x1, . . . , xN ). Note that identical
fermions always obey this condition, regardless of the
size of g, due to the antisymmetry of the wavefunction
with respect to exchange of particles. Since all parti-
cles experience the same boundary conditions, it follows
that the ground-state manifold for a system with fixed
Sz contains

�
N"+N#

N#

�
degenerate states, corresponding to

the number of unique configurations of " and # particles.
The simplest eigenstate of the Hamiltonian (1) is the

fully ferromagnetic state, corresponding to the maximum
total spin S = (N+1)/2. In this case, the spin part of the
wavefunction is always symmetric, regardless of Sz, and
thus the wavefunction in real space must be antisymmet-
ric. In other words, the wavefunction takes the form of a
Slater determinant of single-particle harmonic oscillator
wavefunctions, and can be written as follows [27]
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The ferromagnetic state described by Eq. (2) corresponds
to that of N +1 identical fermions, and thus its energy is
E0 =

PN
n=0(n + 1/2) = N(N + 2)/2. Furthermore, this

state is independent of g since the wavefunction antisym-
metry guarantees that it always vanishes when xij ! 0.
For a given Sz, the remaining eigenstates with the same

energy E0 in the TG limit may be characterized by other
S. For instance, for N" = N# = 1, there are two states:
S = 0 and S = 1. However, for general particle number,
spin alone is not su�cient to determine the states with
S < (N + 1)/2, since the degeneracy of the ground-state
manifold is

�
N"+N#

N#

�
whereas the number of di↵erent S

for a given Sz is 1 + min(N", N#). Thus, the structure
of the eigenstates will depend on the harmonic potential
and how the states evolve as g ! 1, as we discuss below.
In the following, we focus on the impurity problem

where we have one # particle at position x0 and N "
particles at positions xi with 1  i  N . In this case,
we have N eigenstates with spin S = Sz = (N � 1)/2, in
addition to the ferromagnetic state.

III. GROUND-STATE MANIFOLD IN THE
TONKS-GIRARDEAU LIMIT

To construct the wavefunctions with S = Sz = N�1
2

in the ground-state manifold in the TG limit, it is useful
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain

C = � dE
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which defines the perturbation H0. The state | i is
a linear combination of the basis states {�l} of the
ground-state manifold: | i =

P
n ↵n |�ni. To obtain

the eigenstates, we require | i to be a stationary state,
i.e. �C
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= 0, resulting in the eigenvalue equation
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with C the eigenvalue of the state | i. The matrix ele-
ments of H0 are
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This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0

@xi0
|+� = 0 and

therefore we must always have H0
0n = H0

n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.
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ward and yields H0
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where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):

N = 3 :  0 = �0,

 1 =

r
1

5
(1.00188�1 � 0.00941221�3),

 2 =
1

2
(�0 � �2),

 3 =

r
1

20
(0.992463�1 � 4.99996�3). (11)

while the contact coe�cients are
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These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states

N = 3 :  ̃0 = �0,  ̃1 =

r
1

5
�1,  ̃2 =

1

2
(�0 � �2),

 ̃3 =

r
1

20
(�1 � 5�3). (13)

These are identical to the wavefunctions obtained nu-
merically in Ref. [9]. Remarkably, we see that there is

3

to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:

�0 = N2 x12x01x02 e�(x
2
0+x2

1+x2
2)/2,

�1 = N2 x12 (|x01|x02 + x01|x02|) e�(x
2
0+x2

1+x2
2)/2,

�2 = N2 x12|x01x02| e�(x
2
0+x2

1+x2
2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =

r
3

8
�1,  2 =

r
1

8
(�0 � 3�2).

(5)

The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:
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The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.
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Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
 ̃l

���H
��� ̃l

E
(blue), both to order 1/g. For g < 0, there is also

a two-body bound state at negative energies which we do not
show.

IV. PERTURBATION THEORY AROUND THE
TONKS-GIRARDEAU LIMIT

To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
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ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =

r
3

8
�1,  2 =

r
1

8
(�0 � 3�2).

(5)
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to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
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within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
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tions �i restricted to i  j.
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degree to which it is accurate for the harmonic potential
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turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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wavefunctions, and can be written as follows [30]

 0(x) = N
N

0

@
Y

0i<jN

x
ij

1

A e�
PN

k=0 x

2
k/2, (2)

where the normalization constant N
N

is

N
N

=
1p

(N + 1)!

s
2

1
2N(N+1)

⇡
1
2 (N+1)

Q
N

n=0 n!
. (3)

The ferromagnetic state described by Eq. (2) corresponds
to that of N + 1 identical fermions, and thus its energy
is E0 =

P
N

n=0(n + 1/2) � 1/2 = N(N + 2)/2, where
we subtract the center-of-mass zero point motional en-
ergy. Furthermore, it is an eigenstate for all g since the
wavefunction antisymmetry guarantees that it vanishes
when x

ij

! 0 so that it does not experience the particle-
particle interaction.

For a given S
z

(corresponding to fixed N" and N#),
the remaining eigenstates with the same energy E0 in
the TG limit may be characterized by other values of S.
For instance, for N" = N# = 1, there are two states, char-
acterized by either S = 0 or S = 1. However, for general
particle number, spin alone is not su�cient to determine
the states with S < (N+1)/2, since the degeneracy of the
ground-state manifold is

�
N"+N#

N#

�
whereas the number of

di↵erent S for a given S
z

is 1+min(N", N#). Thus, in or-
der to construct a unique orthogonal basis of eigenstates
in the TG limit, we must consider how the states in the
ground-state manifold evolve as g ! 1, as illustrated in
Fig. 1.

In the following, we mostly focus on the impurity prob-
lem where we have one # particle at position x0 and N
" particles at positions x

i

with 1  i  N . In this case,
we have N eigenstates with spin S = S

z

= (N � 1)/2, in
addition to the ferromagnetic state.

III. GROUND-STATE MANIFOLD IN THE
TONKS-GIRARDEAU LIMIT

To construct the wavefunctions for the impurity prob-
lem with S = S

z

= N�1
2 in the ground-state manifold in

the TG limit, it is useful to define a complete (but not
orthogonal) set of basis functions involving �0 =  0(x)
and the N states:

�
l

=  0(x)
X

1i1<···<ilN

s
i1 · · · sil , 1  l  N, (4)

where s
i

⌘ sign(x
i0). For simplicity of notation we omit

the dependence of �
l

on the coordinates. Each sign func-
tion simply replaces a zero-crossing in the Slater determi-
nant (2) with a cusp at the position where the impurity

0 1

Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
 ̃l

���H
��� ̃l

E
(blue dashed), given by Cl/g to order 1/g. For g <

0, there is also a two-body bound state at negative energies
which we do not show.

meets a majority (") particle (x
i0 = 0). As an example,

for N = 2 we have basis functions:

�0 = N2 x12x01x02 e�(x
2
0+x

2
1+x

2
2)/2,

�1 = N2 x12 (|x01|x02 + x01|x02|) e�(x
2
0+x

2
1+x

2
2)/2,

�2 = N2 x12|x01x02| e�(x
2
0+x

2
1+x

2
2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) when g ! 1, since the interaction
energy vanishes while the energy of motion in the har-
monic potential is the same for all �

l

. The latter can be
shown by noting that for any ordering of the particles
(say x0 < x1 < ... < x

N

) we have �
l

/  0(x). Thus
all eigenstates of the ground state manifold in the TG
limit must be linear combinations of the basis functions.
Note that the eigenstates split into two orthogonal sets
which are even or odd with respect to parity, since the
Hamiltonian commutes with the parity operator.

The central question we address here concerns the na-
ture of the eigenstates in the vicinity of the TG limit, i.e.,
we wish to know the wavefunctions and energies pertur-
batively in the small parameter 1/g. This allows one to
uniquely define the eigenstates at g ! 1 as being those
that are adiabatically connected to the states at finite
g. We will in Sec. IV determine these eigenstates explic-
itly using the Hellman-Feynman theorem combined with
degenerate perturbation theory. However, before we pro-
ceed with this it is instructive to consider the structure of
the exact eigenstates  

l

(up to corrections of order 1/g)
for N = 1 [31] and N = 2 [23],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =

r
3

8
�1,  2 =

r
1

8
(�0 � 3�2).

(5)

N=2:

all fixed by spin and parity
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5

though, that we have determined all the eigenstates and
contact coe�cients analytically. Converting long ana-
lytical expressions into numerical values for brevity, we
obtain for N = 3

N = 3 :  0 = �0,

 1 =

r
1

5
(1.00188�1 � 0.00941�3),

 2 =
1

2
(�0 � �2),

 3 =

r
1

20
(0.99246�1 � 4.99996�3). (11)

while the contact coe�cients are

N = 3 :

0

B@

C0
C1
C2
C3

1

CA = 1.18067

0

B@

0
1.00305
3.02818

6

1

CA . (12)

These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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Figure 2. Overlaps between our ansatz  ̃l and the exact wave-
functions  l for majority particle numbers N  8. For the
ferromagnetic state with l = 0, this always equals 1 (black
line). The red and blue dots depict the overlap for  ̃1 and
 ̃N (ground state) respectively. These are both 1 for N = 2,
as all states are uniquely determined by spin and parity, while
they are both 0.999993 for N = 3, where they have the same
error. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wave-
function overlap of Girardeau’s proposed state [24] with the
exact ground state.

B. Comparison with strong-coupling ansatz

We can now compare the exact results for the eigen-
states with our ansatz  ̃. Applying our Gram-Schmidt

orthogonalization scheme, we find the states

N = 3 :  ̃0 = �0,  ̃1 =

r
1

5
�1,  ̃2 =

1

2
(�0 � �2),

 ̃3 =

r
1

20
(�1 � 5�3). (13)

Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.

We now demonstrate explicitly that the very high ac-
curacy of our ansatz holds also for higher particle num-
ber N , and that it even seems to hold in the many-body
limit for the impurity problem. A natural measure of
its accuracy is the wavefunction overlap |h 

l

|  ̃
l

i| be-
tween the exact eigenstates  

l

and our proposed ones
 ̃
l

. Writing the wavefunctions as  
l

=
P

N

n=0 Lln

�
n

and

 ̃
l

=
P

N

n=0 L̃ln

�
n

, the overlap is simply |(L̃�LT )
ll

|. For
the two non-exact states with N = 3 discussed above, we
then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
tween the ferromagnetic state  0 and the ground state
 
N

for positive g. In Fig. 2, we illustrate the wavefunc-
tion overlaps for the states  ̃1 and  ̃

N

: quite remarkably
we see that these always exceed 0.99994. In addition,
the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .

Of particular interest is the state  
N

, which is con-
tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �

N

. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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Figure 2. Overlaps between our ansatz  ̃l and the exact wave-
functions  l for majority particle numbers N  8. For the
ferromagnetic state with l = 0, this always equals 1 (black
line). The red and blue dots depict the overlap for  ̃1 and
 ̃N (ground state) respectively. These are both 1 for N = 2,
as all states are uniquely determined by spin and parity, while
they are both 0.999993 for N = 3, where they have the same
error. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wave-
function overlap of Girardeau’s proposed state [24] with the
exact ground state.
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We can now compare the exact results for the eigen-
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Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.

We now demonstrate explicitly that the very high ac-
curacy of our ansatz holds also for higher particle num-
ber N , and that it even seems to hold in the many-body
limit for the impurity problem. A natural measure of
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then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
tween the ferromagnetic state  0 and the ground state
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: quite remarkably
we see that these always exceed 0.99994. In addition,
the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .

Of particular interest is the state  
N

, which is con-
tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �

N

. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
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imum number of cusps inserted, i.e.,  G = �
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. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.
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curacy of our ansatz holds also for higher particle num-
ber N , and that it even seems to hold in the many-body
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the two non-exact states with N = 3 discussed above, we
then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
tween the ferromagnetic state  0 and the ground state
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for positive g. In Fig. 2, we illustrate the wavefunc-
tion overlaps for the states  ̃1 and  ̃
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: quite remarkably
we see that these always exceed 0.99994. In addition,
the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .

Of particular interest is the state  
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, which is con-
tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �
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. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.
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act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .

Of particular interest is the state  
N

, which is con-
tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �
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. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
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accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
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tion is not orthogonal to the ferromagnetic eigenfunction
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spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
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prosals for the ground-state wavefunction.
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ferromagnetic state with l = 0, this always equals 1 (black
line). The red and blue dots depict the overlap for  ̃1 and
 ̃N (ground state) respectively. These are both 1 for N = 2,
as all states are uniquely determined by spin and parity, while
they are both 0.999993 for N = 3, where they have the same
error. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wave-
function overlap of Girardeau’s proposed state [24] with the
exact ground state.

B. Comparison with strong-coupling ansatz

We can now compare the exact results for the eigen-
states with our ansatz  ̃. Applying our Gram-Schmidt

orthogonalization scheme, we find the states
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Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.

We now demonstrate explicitly that the very high ac-
curacy of our ansatz holds also for higher particle num-
ber N , and that it even seems to hold in the many-body
limit for the impurity problem. A natural measure of
its accuracy is the wavefunction overlap |h 
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the two non-exact states with N = 3 discussed above, we
then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
tween the ferromagnetic state  0 and the ground state
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for positive g. In Fig. 2, we illustrate the wavefunc-
tion overlaps for the states  ̃1 and  ̃

N

: quite remarkably
we see that these always exceed 0.99994. In addition,
the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .

Of particular interest is the state  
N

, which is con-
tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �

N

. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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though, that we have determined all the eigenstates and
contact coe�cients analytically. Converting long ana-
lytical expressions into numerical values for brevity, we
obtain for N = 3
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while the contact coe�cients are

N = 3 :

0

B@

C0
C1
C2
C3

1

CA = 1.18067

0

B@

0
1.00305
3.02818

6

1

CA . (12)

These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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Figure 2. Overlaps between our ansatz  ̃l and the exact wave-
functions  l for majority particle numbers N  8. For the
ferromagnetic state with l = 0, this always equals 1 (black
line). The red and blue dots depict the overlap for  ̃1 and
 ̃N (ground state) respectively. These are both 1 for N = 2,
as all states are uniquely determined by spin and parity, while
they are both 0.999993 for N = 3, where they have the same
error. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wave-
function overlap of Girardeau’s proposed state [24] with the
exact ground state.
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Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.
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the two non-exact states with N = 3 discussed above, we
then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
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the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .
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of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �
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. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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Figure 2. Overlaps between our ansatz  ̃l and the exact wave-
functions  l for majority particle numbers N  8. For the
ferromagnetic state with l = 0, this always equals 1 (black
line). The red and blue dots depict the overlap for  ̃1 and
 ̃N (ground state) respectively. These are both 1 for N = 2,
as all states are uniquely determined by spin and parity, while
they are both 0.999993 for N = 3, where they have the same
error. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wave-
function overlap of Girardeau’s proposed state [24] with the
exact ground state.
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Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.
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then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
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the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .
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tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �
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. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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These contact coe�cients determine the energy splitting
shown in Fig. 1 and they agree with those obtained nu-
merically in Ref. [14]. For N � 4 we resort to a numer-
ical evaluation of the matrix elements of H0 which may
be calculated e�ciently as outlined in Appendix C.
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Figure 2. Overlaps between our ansatz  ̃l and the exact wave-
functions  l for majority particle numbers N  8. For the
ferromagnetic state with l = 0, this always equals 1 (black
line). The red and blue dots depict the overlap for  ̃1 and
 ̃N (ground state) respectively. These are both 1 for N = 2,
as all states are uniquely determined by spin and parity, while
they are both 0.999993 for N = 3, where they have the same
error. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wave-
function overlap of Girardeau’s proposed state [24] with the
exact ground state.
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Remarkably, comparing Eq. (13) with the exact result
given by Eq. (11) we see that our ansatz is extremely
accurate with only a minute deviation from the exact re-
sult for  ̃1 and  ̃3 ( 0 and  2 are determined exactly
from parity and spin). We note that our proposed wave-
functions are identical to those obtained numerically in
Ref. [12], illustrating that the results of our ansatz are
essentially indistinguishable from exact numerical calcu-
lations.
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then find this quantity to be 0.999993, where we remind
the reader that this is a numerical value of an analytic
result (see Appendix B). Strikingly, we find that the
overlap exceeds 0.9997 for all states up to N = 8, with
the error being largest for the states “intermediate” be-
tween the ferromagnetic state  0 and the ground state
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tion overlaps for the states  ̃1 and  ̃
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we see that these always exceed 0.99994. In addition,
the overlap in the ground state appears to extrapolate
to a value ⇠ 0.9999 as N ! 1. Our ansatz is there-
fore essentially indistinguishable from “numerically ex-
act” methods, even in the many-body limit. This shows
that our ansatz practically solves the strongly interacting
1D impurity problem for general N .

Of particular interest is the state  
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, which is con-
tinuously connected with the ground state in the limit
of weak repulsive interactions. Girardeau proposed [24]
that this state is simply given by the state with the max-
imum number of cusps inserted, i.e.,  G = �
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. We have
seen that this cannot be correct in the present case of a
harmonic oscillator: already, for N = 2, this wavefunc-
tion is not orthogonal to the ferromagnetic eigenfunction
 0 — see Eq. (5). However, Girardeau’s idea is similar in
spirit to our ansatz proposed above, so a pertinent ques-
tion is how well this wavefunction performs. As shown in
the inset of Fig. 2, the overlap of Girardeau’s proposed
state with the exact ground state is 76% for N = 8, and
it most likely tends to zero as N ! 1. Thus, our ansatz
is a significant improvement compared to previous pro-
prosals for the ground-state wavefunction.
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain

C = � dE

d(g�1)

����
g!1

= �
⌧

@H
@(g�1)

�����
g!1

⌘ h |H0 | i
h | i ,

which defines the perturbation H0. The state | i is
a linear combination of the basis states {�l} of the
ground-state manifold: | i =

P
n ↵n |�ni. To obtain

the eigenstates, we require | i to be a stationary state,
i.e. �C

�↵⇤
l
= 0, resulting in the eigenvalue equation

NX
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NX

n=0

(��1)lmH0
mn↵n = C↵l, (7)

with C the eigenvalue of the state | i. The matrix ele-
ments of H0 are
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with @�l

@xi0
|+� = limxi0!0+

@�l

@xi0
(xi0)� limxi0!0�

@�l

@xi0
(xi0).

This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0

@xi0
|+� = 0 and

therefore we must always have H0
0n = H0

n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.

For N = 1 (N = 2) the evalutation of H0 is straightfor-
ward and yields H0

11 = 2
p
2⇡ (H0

11 = H0
22 = 27⇡/

p
8),

while all other elements vanish. Thus we find
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N = 2 :
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where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):

N = 3 :  0 = �0,

 1 =
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 2 =
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while the contact coe�cients are
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These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states
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These are identical to the wavefunctions obtained nu-
merically in Ref. [9]. Remarkably, we see that there is

3

to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:

�0 = N2 x12x01x02 e�(x
2
0+x2

1+x2
2)/2,

�1 = N2 x12 (|x01|x02 + x01|x02|) e�(x
2
0+x2

1+x2
2)/2,

�2 = N2 x12|x01x02| e�(x
2
0+x2

1+x2
2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =

r
3

8
�1,  2 =

r
1

8
(�0 � 3�2).

(5)

The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
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si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
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An important question concerns the nature of the sys-

tem away from the TG limit, i.e., we wish to know the
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parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
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of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
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tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
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is a central result of this paper.
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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• For the four-body problem, our ansatz works very well
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain
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which defines the perturbation H0. The state | i is
a linear combination of the basis states {�l} of the
ground-state manifold: | i =
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the eigenstates, we require | i to be a stationary state,
i.e. �C
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= 0, resulting in the eigenvalue equation
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This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0

@xi0
|+� = 0 and

therefore we must always have H0
0n = H0

n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.

For N = 1 (N = 2) the evalutation of H0 is straightfor-
ward and yields H0
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while all other elements vanish. Thus we find

N = 1 :

✓ C0
C1

◆
=

r
8

⇡

✓
0
1

◆
, (9)

N = 2 :

0

@
C0
C1
C2

1

A =
27

8
p
2⇡

0

@
0
1
3

1

A , (10)

where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):
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These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states

N = 3 :  ̃0 = �0,  ̃1 =
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These are identical to the wavefunctions obtained nu-
merically in Ref. [9]. Remarkably, we see that there is
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to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:

�0 = N2 x12x01x02 e�(x
2
0+x2

1+x2
2)/2,

�1 = N2 x12 (|x01|x02 + x01|x02|) e�(x
2
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1+x2
2)/2,

�2 = N2 x12|x01x02| e�(x
2
0+x2

1+x2
2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =
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(�0 � 3�2).

(5)

The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:
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The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.
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a two-body bound state at negative energies which we do not
show.
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:
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2
0+x2

1+x2
2)/2,
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�2 = N2 x12|x01x02| e�(x
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],
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The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain
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which defines the perturbation H0. The state | i is
a linear combination of the basis states {�l} of the
ground-state manifold: | i =
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the eigenstates, we require | i to be a stationary state,
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This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0
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|+� = 0 and

therefore we must always have H0
0n = H0

n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.

For N = 1 (N = 2) the evalutation of H0 is straightfor-
ward and yields H0
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where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):
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 1 =

r
1

5
(1.00188�1 � 0.00941221�3),
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These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states
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to define the complete (but not orthogonal) set of basis
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si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =
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8
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The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:
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The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.
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Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
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E
(blue), both to order 1/g. For g < 0, there is also

a two-body bound state at negative energies which we do not
show.
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [25], while the ground state  

N

has
the lowest total spin, i.e., S = S
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, in accordance with the
Lieb-Mattis theorem [32]. Physically, the cusps in the
wavefunction for g ! 1 can easily be softened to dif-
ferentiable minima/maxima for 1/g > 0, which decreases
the kinetic energy and thus leads to a lower energy as
compared to the ferromagnetic state, whose energy is in-
dependent of g. Indeed we see two patterns emerging:  1

contains only states with one cusp, and only the ground
state  

N

contains the state with the maximal number of
cusps. These observations suggest that the system may
lower its energy by successively acquiring more cusps in
the wavefunction.

Inspired by the above considerations, we now propose
the following strong-coupling ansatz for the eigenstates
of the ground-state manifold of the impurity problem in
the vicinity of the TG limit:
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}:  ̃1 is obtained by adding one cusp
to  0,  ̃2 is obtained by adding one more cusp and then
orthogonalising it to  ̃0, and so on. This ansatz is a
central result of the present paper. We will show that
it is remarkably accurate compared with exact numer-
ical results, and that it allows one to calculate several
observables analytically, even in the many-body limit.

The procedure for constructing our ansatz wavefunc-
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
written as E ' E0 � C/g, where C is the 1D contact

density [33–35]. From the Hellmann-Feynman theorem,
we then obtain
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which defines the perturbation H0 due to a non-zero 1/g.
The state | i is a linear combination of the basis states
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i. To
obtain the eigenstates, we require | i to be a stationary
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with C the eigenvalue (contact density) of the state | i.
The matrix � enters because the basis states �
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orthogonal. The matrix elements of H0 can be evaluated
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the basis functions. Note that @�0
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romagnetic state and therefore H0
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n0 = 0. This
implies that �0 is an eigenstate with C = 0, as expected.

A. Exact results
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where C
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⌘ h 
l

|H0| 
l

i is the contact coe�cient corre-
sponding to the state  

l

. All the eigenstates for N  2
are in fact uniquely determined by the two symmetries of
parity and spin, so that the ratios of C

l

in the above and
the general structure of the wavefunctions in Eq. (5) hold
for any confining potential that preserves parity and spin.
However, these symmetries alone are not su�cient to de-
termine the eigenstates for N > 2, and therefore N = 3
will provide a non-trivial test of our ansatz. In this case,
the coe�cients of H0 may still be evaluated analytically,
but their form is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
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We have furthermore mapped our problem onto an ef-
fective Heisenberg spin chain of finite length and we have
determined the Hamiltonian within which our wavefunc-
tions are formally exact. For N# = 1, the ground-state
wavefunction simply corresponds to a sign-alternating
Pascal’s triangle, i.e., at site i it is proportional to
(�1)i

�
N"
i

�
, with 0  i  N". It follows that the probabil-

ity distribution of the # impurity in the thermodynamic
limit N" ! 1 is a Gaussian only slightly broadened
compared with the probability distribution of the impu-
rity in its non-interacting ground state. However, the
overlap with the non-interacting ground state (i.e., the
impurity residue) tends to zero in the limit N" ! 1,
in accordance with the orthogonality catastrophe [24].
In general, the e↵ective spin model is expected to accu-
rately describe any N#, N", and it can in principle be
solved using numerical methods for lattice systems, like
the density matrix renormalization group [25].

The paper is organized as follows. In Section II we first
discuss the model and the role played by spin. In Section
III we then introduce our approximation scheme. Sec-
tion IV describes how the Hellmann-Feynman theorem
may be applied to solve for the wavefunctions perturba-
tively around the TG limit. In Section V we show how
the problem may be mapped onto an e↵ective Heisenberg
Hamiltonian, and solve the Schrödinger equation exactly
for the ground state manifold of wavefunctions within our
approximation scheme. In Section VI we then consider
the many-body limit, finding the probability distribution
of the impurity for large N" and comparing with that ex-
pected from the local density approximation. In Sec. VII,
we consider experimental probes of the 1D system. In
particular, we discuss how a dynamical SO(2, 1) symme-
try exists at infinite coupling [26]; this leads to a tower
of breathing modes of the harmonically trapped system
with frequency separated by twice that of the trap and
the shift of these away from the TG limit may be pre-
dicted from our spectrum. Finally, in Sec. VIII we con-
clude, showing how our e↵ective Heisenberg model allows
us to obtain the ground state manifold for any number
of ", # particles.

II. MODEL

We consider the 1D Hamiltonian for N + 1 particles
with contact interactions in a harmonic potential

H =
NX
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
� ~2
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@x2
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m!2x2

i

�
+ g

X

i<j

�(xi � xj). (1)

Here, the coupling g quantifies the strength of the short-
range interactions, ! is the harmonic oscillator frequency,
and we assume that all the fermions have the same mass
m. Since H is independent of spin, the eigenstates will
have well defined spin projection Sz = (N" �N#)/2 and
total spin S, where N" +N# = N + 1. In the following,
we use harmonic oscillator units where ! = m = ~ = 1.

In the TG limit, the coupling strength g ! 1 and
the system simplifies significantly due to the form of
the boundary conditions when two particles approach
each other. Specifically, for a given wavefunction  (x),
the infinite repulsion requires limxij!0  (x) = 0, with
xij ⌘ xi � xj the relative coordinate for any pair of
fermions and x = (x0, x1, . . . , xN ). Note that identical
fermions always obey this condition, regardless of the
size of g, due to the antisymmetry of the wavefunction
with respect to exchange of particles. Since all parti-
cles experience the same boundary conditions, it follows
that the ground-state manifold for a system with fixed
Sz contains

�
N"+N#

N#

�
degenerate states, corresponding to

the number of unique configurations of " and # particles.
The simplest eigenstate of the Hamiltonian (1) is the

fully ferromagnetic state, corresponding to the maximum
total spin S = (N+1)/2. In this case, the spin part of the
wavefunction is always symmetric, regardless of Sz, and
thus the wavefunction in real space must be antisymmet-
ric. In other words, the wavefunction takes the form of a
Slater determinant of single-particle harmonic oscillator
wavefunctions, and can be written as follows [27]

 0(x) = NN
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k=0 x2
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where the normalization constant NN is
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(N + 1)!

s
2

1
2N(N+1)

⇡
1
2 (N+1)

QN
n=0 n!
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The ferromagnetic state described by Eq. (2) corresponds
to that of N +1 identical fermions, and thus its energy is
E0 =

PN
n=0(n + 1/2) = N(N + 2)/2. Furthermore, this

state is independent of g since the wavefunction antisym-
metry guarantees that it always vanishes when xij ! 0.
For a given Sz, the remaining eigenstates with the same

energy E0 in the TG limit may be characterized by other
S. For instance, for N" = N# = 1, there are two states:
S = 0 and S = 1. However, for general particle number,
spin alone is not su�cient to determine the states with
S < (N + 1)/2, since the degeneracy of the ground-state
manifold is

�
N"+N#

N#

�
whereas the number of di↵erent S

for a given Sz is 1 + min(N", N#). Thus, the structure
of the eigenstates will depend on the harmonic potential
and how the states evolve as g ! 1, as we discuss below.
In the following, we focus on the impurity problem

where we have one # particle at position x0 and N "
particles at positions xi with 1  i  N . In this case,
we have N eigenstates with spin S = Sz = (N � 1)/2, in
addition to the ferromagnetic state.

III. GROUND-STATE MANIFOLD IN THE
TONKS-GIRARDEAU LIMIT

To construct the wavefunctions with S = Sz = N�1
2

in the ground-state manifold in the TG limit, it is useful
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central result of the present paper. We will show that
it is remarkably accurate compared with exact numer-
ical results, and that it allows one to calculate several
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for any confining potential that preserves parity and spin.
However, these symmetries alone are not su�cient to de-
termine the eigenstates for N > 2, and therefore N = 3
will provide a non-trivial test of our ansatz. In this case,
the coe�cients of H0 may still be evaluated analytically,
but their form is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,

This multidimensional integral cannot be calculated combinatorially
• We are limited to N<10

See also Volosniev et al, Nat Comm 2014 



Comparison between exact solution and ansatz 

• Wavefunction overlap of exact and ansatz solutions exceed 0.9997 for 
all states up to N=8
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• Ground state wavefunction appears to extrapolate to an overlap ~ 
0.9999

Inset: Girardeau’s ansatz,
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain
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which defines the perturbation H0. The state | i is
a linear combination of the basis states {�l} of the
ground-state manifold: | i =

P
n ↵n |�ni. To obtain

the eigenstates, we require | i to be a stationary state,
i.e. �C
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= 0, resulting in the eigenvalue equation
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with C the eigenvalue of the state | i. The matrix ele-
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This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0

@xi0
|+� = 0 and

therefore we must always have H0
0n = H0

n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.

For N = 1 (N = 2) the evalutation of H0 is straightfor-
ward and yields H0
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where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):

N = 3 :  0 = �0,

 1 =
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(1.00188�1 � 0.00941221�3),
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while the contact coe�cients are
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These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states

N = 3 :  ̃0 = �0,  ̃1 =
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5
�1,  ̃2 =
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(�0 � �2),
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(�1 � 5�3). (13)

These are identical to the wavefunctions obtained nu-
merically in Ref. [9]. Remarkably, we see that there is

3

to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:

�0 = N2 x12x01x02 e�(x
2
0+x2

1+x2
2)/2,

�1 = N2 x12 (|x01|x02 + x01|x02|) e�(x
2
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2)/2,

�2 = N2 x12|x01x02| e�(x
2
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2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =
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8
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(�0 � 3�2).

(5)

The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:
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The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.
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Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
 ̃l
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��� ̃l

E
(blue), both to order 1/g. For g < 0, there is also

a two-body bound state at negative energies which we do not
show.

IV. PERTURBATION THEORY AROUND THE
TONKS-GIRARDEAU LIMIT

To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
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The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
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To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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An approximate symmetry?

• We find an unexpected approximate relation (correct to within 3% for 
N up to 8): 
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• This spectrum is intimately related to our ansatz
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written as E ' E0 � C/g, where C is the 1D contact
density [30–32]. From the Hellmann-Feynman theorem,
we then obtain
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This quantity can be non-zero due to the presence of
cusps in the basis functions. Note that @�0
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|+� = 0 and

therefore we must always have H0
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n0 = 0. This
further implies that �0 is an eigenstate with C = 0, as
expected.

For N = 1 (N = 2) the evalutation of H0 is straightfor-
ward and yields H0
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where Cl ⌘ h l|H0| li is the contact coe�cient corre-
sponding to the state  l. Note that all the eigenstates
for N  2 are uniquely determined by the two symme-
tries of parity and spin, so that the ratios of Cl in the
above and the general structure of the wavefunctions in
Eq. (5) hold for any confining potential that preserves
parity and spin. However, these symmetries alone are
not su�cient once N > 2 and therefore N = 3 will pro-
vide a non-trivial test of our ansatz. In this case, the
coe�cients of H0 may still be evaluated analytically, but
the form of these is su�ciently complicated that we rele-
gate these to Appendix B. It is important to emphasize,
though, that we have determined all the eigenstates and
contact coe�cients analytically. For N � 4 we resort to a
numerical evaluation of the matrix elements of H0 which
may be calculated e�ciently as outlined in Appendix C.

For N = 3, we obtain the normalized wavefunctions
(with cumbersome expressions converted into numerical
coe�cients for brevity):

N = 3 :  0 = �0,
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These contact coe�cients determine the energy splittiing
shown Fig. 1 and they agree with those obtained numer-
ically in Ref. [11].
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Figure 2. Wavefunction overlaps for majority particle num-
bers N  8. For the ferromagnetic state with l = 0, this
always equals 1. Additionally, we show with red (blue) dots
the wavefunction overlaps with the exact states for the state
 ̃1 (ground state  ̃N ). Note that these are identical for N = 2
and 3. The extrapolations (dashed lines) are least-squares fits
of the data points to cubic polynomials. Inset: The wavefunc-
tion overlap of Girardeau’s proposed state [21] with the exact
ground state.

If we instead apply our ansatz, we find the states
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These are identical to the wavefunctions obtained nu-
merically in Ref. [9]. Remarkably, we see that there is
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to define the complete (but not orthogonal) set of basis
functions involving �0 =  0(x) and the N states:

�l =  0(x)
X

1i1<···<ilN

si1 · · · sil , 1  l  N, (4)

where si ⌘ sign(xi0). For simplicity of notation we omit
the dependence of �l on the coordinates. Each sign func-
tion simply replaces a zero-crossing with a cusp in the
wavefunction at the position where the impurity meets a
majority atom (xi0 = 0). As an example, for N = 2 we
have basis functions:

�0 = N2 x12x01x02 e�(x
2
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2)/2,
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�2 = N2 x12|x01x02| e�(x
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The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.

An important question concerns the nature of the sys-
tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],
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The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:
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The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.
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Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
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E
(blue), both to order 1/g. For g < 0, there is also

a two-body bound state at negative energies which we do not
show.

IV. PERTURBATION THEORY AROUND THE
TONKS-GIRARDEAU LIMIT

To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be
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2)/2,

�2 = N2 x12|x01x02| e�(x
2
0+x2

1+x2
2)/2.

The basis functions are clearly degenerate with the fer-
romagnetic state (2) since the interaction energy van-
ishes while the energy of motion in the harmonic po-
tential is the same for all �l. The latter can be shown
by noting that for any ordering of the particles (say
x0 < xi < ... < xN ) we have �l / �0. Any eigenstate
in the ground-state manifold will thus be a linear combi-
nation of �l with the same parity — note that the basis
functions (4) are of alternating parity and the eigenstates
themselves must have a definite parity since the Hamil-
tonian is invariant under parity transformations.
An important question concerns the nature of the sys-

tem away from the TG limit, i.e., we wish to know the
wavefunctions and energies perturbatively in the small
parameter 1/g. This allows one to uniquely define the
eigenstates as being those that are adiabatically con-
nected to the states at finite g. However, before we pro-
ceed with the degenerate perturbation theory in Sec. IV,
it is instructive to consider the structure of the exact
eigenstates  j for N = 1 [29] and N = 2 [20],

N = 1 :  0 = �0,  1 = �1,

N = 2 :  0 = �0,  1 =

r
3

8
�1,  2 =

r
1

8
(�0 � 3�2).

(5)

The subscripts on the wavefunctions order these in terms
of decreasing energy for small but positive 1/g. Referring
to Fig. 1 and focussing on the repulsive case g > 0, we see
that the ferromagnetic state  0 has the maximum energy
within the manifold [22], while the ground state  N has
the lowest total spin, i.e., S = Sz, in accordance with
the Lieb-Mattis theorem [28]. Physically, allowing cusps
in the wavefunction naturally leads to a lower energy, as
these may be easily relaxed at finite repulsion. Indeed
we see two patterns emerging:  1 contains only states
with one cusp, and only the ground state  N contains
the state with the maximal number of cusps. These ob-
servations suggest that the system may lower its energy
by successively acquiring more cusps in the wavefunction.

Inspired by the above considerations, we now propose
the following ansatz for the eigenstates of the ground-
state manifold in the vicinity of the TG limit:

• For any N , the exact wavefunction  j essentially

corresponds to  ̃j, a superposition of the basis func-

tions �i restricted to i  j.

In other words, the wavefunctions may be obtained by
a Gram-Schmidt orthogonalization scheme on the set of
basis functions {�j}. This ansatz and the remarkable
degree to which it is accurate for the harmonic potential
is a central result of this paper.
In general, the Gram-Schmidt procedure as outlined

above can be performed straightforwardly even for large
N by noting that the inner products of the basis functions
(4), �ln ⌘ h�l|�ni, may be calculated combinatorially:

�ln =
1

N + 1

NX

i=0

"
lX

k1=0

(�1)k1

✓
i
k1

◆✓
N � i
l � k1

◆#

⇥
"

nX

k2=0

(�1)k2

✓
i
k2

◆✓
N � i
n� k2

◆#
. (6)

The proof is outlined in Appendix A. We also note that
the matrix � is bisymmetric, i.e. �ln = �nl = �N�l,N�n.

0 1

Figure 1. Energy levels in the vicinity of the Tonks-Girardeau
limit for one # particle and N = 3 " particles. We display the
exact energies h l|H| li (red) and the result of our ansatzD
 ̃l

���H
��� ̃l

E
(blue), both to order 1/g. For g < 0, there is also

a two-body bound state at negative energies which we do not
show.

IV. PERTURBATION THEORY AROUND THE
TONKS-GIRARDEAU LIMIT

To demonstrate the accuracy of our ansatz, we now
turn to the explicit solution of the Schrödinger equation
in the vicinity of the TG limit. Here the energy can be

repulsi



Harmonic Heisenberg model

• In the TG limit, we can write the Hamiltonian as a Heisenberg model:

6

C. Energy spectrum

We now turn to the contact coe�cients that determine
the N + 1 energy levels in the ground-state manifold,
i.e., the splitting of the spectrum at finite coupling. In
Fig. 3 we show how the energy, in fact, takes the following
approximate form

E
l

' E0 � C
N

g

l(l + 1)

N(N + 1)
. (14)

Comparing with Eqs. (9), (10) and (12), we see that this
expression is exact for N = 1 and 2, while it holds to
within 3.0% for N  8. We will show in the next section
that the spectrum given by Eq. (14) is intimately linked
with an e↵ective Heisenberg spin Hamiltonian within
which our ansatz is exact.
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Figure 3. The contact coe�cients (blue dots) of the exact
eigenstates  l in the Tonks-Girardeau regime, illustrating the
splitting of the energy levels at finite but large coupling. The
gray lines are guides to the eye, representing the approximate
relationship (14).

V. EFFECTIVE HEISENBERG SPIN CHAIN

We now discuss how the 1D problem can be mapped
onto a Heisenberg spin model [26, 27]. This enables us
to determine the states  ̃

l

analytically, and it also allows
us to generalise our ansatz for the impurity problem to
any N#. Finally, it provides the opportunity to address
the problem with powerful techniques such as the DMRG
method.

In the limit g ! 1, the system consists of impene-
trable particles since the wavefunction must vanish when
two particles approach each other. Thus, if the particles
are placed in a particular order, they should retain that
ordering as long as the repulsion is infinite. This allows
us to consider the system in the TG limit as a discrete
lattice of finite length N + 1, where the particle furthest

to the left is at site i = 0, the next particle is at site i = 1
and so on. A small but finite value of 1/g then allows
neighboring particles to exchange position, introducing a
nearest-neighbor spin interaction in the lattice picture.
We can thus write the Hamiltonian in the lattice as

H ' E0 � H0

g
= E0 +

C
N

g

N�1X

i=0


J
i

S

i · Si+1 � 1

4
J
i

�
,

(15)

where Si is the spin operator at site i and J
i

is the nearest
neighbor exchange constant, which can in general depend
on i [13]. Such a Heisenberg model was also considered in
Refs. [14, 36]. Subtracting the constant in each term of
the sum ensures that the ferromagnetic state has energy
E0. The Hamiltonian (15) is valid to linear order in 1/g
and the general form holds for any external potential.
The couplings J

i

in the Heisenberg model (15) can be
determined by considering the single # impurity problem
in a new basis of position states |#

i

i with 0  i  N .
The lattice position i corresponds to the position of the
impurity relative to the N majority particles. The po-
sition states are orthonormal with h#

i

| #
j

i = �
ij

, and as
shown in Appendix A,

h#
i

|�
l

i = 1p
N + 1

lX

k=0

(�1)k
✓
i

k

◆✓
N � i

l � k

◆
. (16)

The perturbation H0 may then be evaluated in the posi-
tion basis of the impurity by inserting a complete set of
eigenstates, yielding

h#
i

|H0 |#
j

i =
NX

l=0

h#
i

| 
l

i C
l

h 
l

|#
j

i . (17)

The matrix elements (17) provide an explicit construc-
tion of the Heisenberg Hamiltonian (15).

A. “Harmonic” Heisenberg model

We now determine the Heisenberg Hamiltonian within
which our strong-coupling ansatz for the eigenstates is
exact. Proceeding via “reverse engineering”, we form
the e↵ective Hamiltonian by replacing  

l

with our ansatz
wavefunctions  ̃

l

in Eq. (17). By inspection, we then find

that we must use the approximation C
l

' C
N

l(l+1)
N(N+1) from

Eq. (14) in Eq. (17) in order to obtain a Hamiltonian
restricted to nearest-neighbor interactions. We then find
the analytical expression within our ansatz

J
i

=
� �

i� N�1
2

�2
+ 1

4 (N + 1)2

N(N + 1)/2
. (18)

The nearest-neighbor exchange constant takes the form
of an inverted parabola and is thus reminiscent of the
real space harmonic oscillator potential (see Fig. 4). The
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• Within our ansatz, using the approximate spectrum, we can calculate 
the nearest neighbour exchange constants
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the N + 1 energy levels in the ground-state manifold,
i.e., the splitting of the spectrum at finite coupling. In
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Comparing with Eqs. (9), (10) and (12), we see that this
expression is exact for N = 1 and 2, while it holds to
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eigenstates  l in the Tonks-Girardeau regime, illustrating the
splitting of the energy levels at finite but large coupling. The
gray lines are guides to the eye, representing the approximate
relationship (14).

V. EFFECTIVE HEISENBERG SPIN CHAIN

We now discuss how the 1D problem can be mapped
onto a Heisenberg spin model [26, 27]. This enables us
to determine the states  ̃

l

analytically, and it also allows
us to generalise our ansatz for the impurity problem to
any N#. Finally, it provides the opportunity to address
the problem with powerful techniques such as the DMRG
method.

In the limit g ! 1, the system consists of impene-
trable particles since the wavefunction must vanish when
two particles approach each other. Thus, if the particles
are placed in a particular order, they should retain that
ordering as long as the repulsion is infinite. This allows
us to consider the system in the TG limit as a discrete
lattice of finite length N + 1, where the particle furthest

to the left is at site i = 0, the next particle is at site i = 1
and so on. A small but finite value of 1/g then allows
neighboring particles to exchange position, introducing a
nearest-neighbor spin interaction in the lattice picture.
We can thus write the Hamiltonian in the lattice as

H ' E0 � H0

g
= E0 +

C
N

g

N�1X

i=0


J
i

S

i · Si+1 � 1

4
J
i

�
,

(15)

where Si is the spin operator at site i and J
i

is the nearest
neighbor exchange constant, which can in general depend
on i [13]. Such a Heisenberg model was also considered in
Refs. [14, 36]. Subtracting the constant in each term of
the sum ensures that the ferromagnetic state has energy
E0. The Hamiltonian (15) is valid to linear order in 1/g
and the general form holds for any external potential.
The couplings J

i

in the Heisenberg model (15) can be
determined by considering the single # impurity problem
in a new basis of position states |#

i

i with 0  i  N .
The lattice position i corresponds to the position of the
impurity relative to the N majority particles. The po-
sition states are orthonormal with h#

i

| #
j

i = �
ij

, and as
shown in Appendix A,

h#
i

|�
l

i = 1p
N + 1

lX

k=0

(�1)k
✓
i

k

◆✓
N � i

l � k

◆
. (16)

The perturbation H0 may then be evaluated in the posi-
tion basis of the impurity by inserting a complete set of
eigenstates, yielding

h#
i

|H0 |#
j

i =
NX

l=0

h#
i

| 
l

i C
l

h 
l

|#
j

i . (17)

The matrix elements (17) provide an explicit construc-
tion of the Heisenberg Hamiltonian (15).

A. “Harmonic” Heisenberg model

We now determine the Heisenberg Hamiltonian within
which our strong-coupling ansatz for the eigenstates is
exact. Proceeding via “reverse engineering”, we form
the e↵ective Hamiltonian by replacing  

l

with our ansatz
wavefunctions  ̃

l

in Eq. (17). By inspection, we then find

that we must use the approximation C
l

' C
N

l(l+1)
N(N+1) from

Eq. (14) in Eq. (17) in order to obtain a Hamiltonian
restricted to nearest-neighbor interactions. We then find
the analytical expression within our ansatz

J
i

=
� �

i� N�1
2

�2
+ 1

4 (N + 1)2

N(N + 1)/2
. (18)

The nearest-neighbor exchange constant takes the form
of an inverted parabola and is thus reminiscent of the
real space harmonic oscillator potential (see Fig. 4). The

i is a particle index, not a site index



Wavefunctions in the ground state manifold

• We can solve the harmonic Heisenberg model exactly for the single 
impurity. The result is the family of discrete Chebyshev polynomials, 
known from approximation theory
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Figure 4. Illustration of the nearest-neighbor exchange con-
stants (18) of the spin Hamiltonian (15) for N = 100. We also
show the ground-state wavefunction (23) within our ansatz
(green dots).

form of the coe�cients means that the impurity at small
positive 1/g may minimize its energy by occupying pri-
marily the center of the spin chain, while alternating the
sign of the wavefunction on the di↵erent sites. Contrast
this with the ferromagnetic state, which is a completely
symmetric function of the impurity position

| 0i = 1p
N + 1

NX

i=0

|#
i

i . (19)

This is equivalent to the state obtained by applying the
total spin lowering operator Ŝ� =

P
i

Ŝi

� to the spin
polarized state with S

z

= (N + 1)/2. Note that this
symmetric spin function corresponds to an antisymmetric
wavefunction in real space.

The Heisenberg model obtained from our ansatz is ex-
act for N = 1 and N = 2, while it is approximate for
larger N . In particular, for N = 3 our ansatz yields

0

@
J0
J1
J2

1

A =
1

2

0

@
1
4/3
1

1

A , (20)

which should be compared with the result obtained by us-
ing the exact eigenstates and energies in Eq. (17), yield-
ing

0

@
J0
J1
J2

1

A =
1

2

0

@
1.009
1.325
1.009

1

A . (21)

The error in the coe�cients is thus less than 1%. Note
that Eq. (21) agrees with that found numerically in
Ref. [14]. For larger N  8 we find that the error in the
coe�cients at the central sites remains . 0.3%, while the
error at the edges of the spin chain remains . 5%. This

shows that our ansatz is most accurate when the impu-
rity is near the center of the harmonic potential. We will
demonstrate below that the ground-state wavefunction
of the impurity is negligible near the edges of the chain
even for large repulsion g, so the reduced accuracy in this
region has a tiny impact on its bulk properties.
Our e↵ective “harmonic” Heisenberg model in fact al-

lows us to determine the general solution for the single #
impurity within our ansatz analytically. We obtain

��� ̃
l

E
=⌘(N)

l

NX

i=0

lX

n=0

(�1)n
✓
l + n

n

◆✓
N � n

N � l

◆✓
i

n

◆
|#

i

i ,

(22)

for the eigenstates in the ground-state manifold, where

⌘
(N)
l

= [
�
N+l+1
2l+1

��2l
l

�
]�1/2 is a normalization constant.

This result may be verified by direct application of the
Hamiltonian (15), and follows from the basis functions
�
l

being discrete polynomials of the variable (i�N/2) of
maximum order l in the spin chain. The Gram-Schmidt
procedure of our ansatz then yields the orthonormal dis-
crete polynomials  ̃

l

with maximal order l in the variable
(i �N/2). Such functions are well-known in the field of
approximation theory as discrete Chebyshev polynomi-
als, see e.g. Ref. [37]. The analytical form for the ansatz
wavefunctions provides a simple solution to the Gram-
Schmidt procedure for general N . In particular, the
ground-state wavefunction is simply a (sign-alternating)
Pascal’s triangle:

��� ̃
N

E
=

✓
2N

N

◆�1/2 NX

i=0

(�1)i
✓
N

i

◆
|#

i

i . (23)

Note that, in real space, this wavefunction does not
change sign under the exchange of the impurity with a
majority particle. In terms of the basis states (4) the
ground-state wavefunction translates into

 ̃
N

=

p
N + 1

2N
q�2N

N

�
NX

l=0

�
l

NX

i=0
ki

(�1)i+k

✓
N

i

◆✓
l

k

◆✓
N � l

i� k

◆
.

From the analytical expression (23), we can determine
the probability that the impurity is at position i relative
to the majority particles in the ground state given by
P
N

(i) = |h#
i

| 
N

i|2. We obtain

P
N

(i) ' |h#
i

|  ̃
N

i|2 =

✓
2N

N

◆�1✓
N

i

◆2

. (24)

This prediction is dramatically di↵erent from the con-
stant probability distribution P

G

(i) = 1/(N + 1) pre-
dicted by Girardeau’s proposed ground state, which in
the spin-chain model takes the form | Gi = (N +

1)�1/2
P

N

i=0(�1)i |ii. Indeed, we see that |h ̃
N

| Gi|2 ⇡p
⇡/N as N ! 1. Thus,  

G

is inaccurate for the ground
state in the harmonic potential. Note, however, that it
correctly describes the ground state of the impurity in
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Figure 4. Illustration of the nearest-neighbor exchange con-
stants (18) of the spin Hamiltonian (15) for N = 100. We also
show the ground-state wavefunction (23) within our ansatz
(green dots).

form of the coe�cients means that the impurity at small
positive 1/g may minimize its energy by occupying pri-
marily the center of the spin chain, while alternating the
sign of the wavefunction on the di↵erent sites. Contrast
this with the ferromagnetic state, which is a completely
symmetric function of the impurity position

| 0i = 1p
N + 1

NX

i=0

|#
i

i . (19)

This is equivalent to the state obtained by applying the
total spin lowering operator Ŝ� =

P
i

Ŝi

� to the spin
polarized state with S

z

= (N + 1)/2. Note that this
symmetric spin function corresponds to an antisymmetric
wavefunction in real space.

The Heisenberg model obtained from our ansatz is ex-
act for N = 1 and N = 2, while it is approximate for
larger N . In particular, for N = 3 our ansatz yields

0

@
J0
J1
J2

1

A =
1

2

0

@
1
4/3
1

1

A , (20)

which should be compared with the result obtained by us-
ing the exact eigenstates and energies in Eq. (17), yield-
ing

0

@
J0
J1
J2

1

A =
1

2

0

@
1.009
1.325
1.009

1

A . (21)

The error in the coe�cients is thus less than 1%. Note
that Eq. (21) agrees with that found numerically in
Ref. [14]. For larger N  8 we find that the error in the
coe�cients at the central sites remains . 0.3%, while the
error at the edges of the spin chain remains . 5%. This

shows that our ansatz is most accurate when the impu-
rity is near the center of the harmonic potential. We will
demonstrate below that the ground-state wavefunction
of the impurity is negligible near the edges of the chain
even for large repulsion g, so the reduced accuracy in this
region has a tiny impact on its bulk properties.
Our e↵ective “harmonic” Heisenberg model in fact al-

lows us to determine the general solution for the single #
impurity within our ansatz analytically. We obtain

��� ̃
l

E
=⌘(N)

l

NX
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lX
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(�1)n
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n
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i

n

◆
|#

i

i ,

(22)

for the eigenstates in the ground-state manifold, where

⌘
(N)
l

= [
�
N+l+1
2l+1

��2l
l

�
]�1/2 is a normalization constant.

This result may be verified by direct application of the
Hamiltonian (15), and follows from the basis functions
�
l

being discrete polynomials of the variable (i�N/2) of
maximum order l in the spin chain. The Gram-Schmidt
procedure of our ansatz then yields the orthonormal dis-
crete polynomials  ̃

l

with maximal order l in the variable
(i �N/2). Such functions are well-known in the field of
approximation theory as discrete Chebyshev polynomi-
als, see e.g. Ref. [37]. The analytical form for the ansatz
wavefunctions provides a simple solution to the Gram-
Schmidt procedure for general N . In particular, the
ground-state wavefunction is simply a (sign-alternating)
Pascal’s triangle:
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Note that, in real space, this wavefunction does not
change sign under the exchange of the impurity with a
majority particle. In terms of the basis states (4) the
ground-state wavefunction translates into
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From the analytical expression (23), we can determine
the probability that the impurity is at position i relative
to the majority particles in the ground state given by
P
N

(i) = |h#
i

| 
N

i|2. We obtain

P
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i
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i|2 =
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. (24)

This prediction is dramatically di↵erent from the con-
stant probability distribution P

G

(i) = 1/(N + 1) pre-
dicted by Girardeau’s proposed ground state, which in
the spin-chain model takes the form | Gi = (N +

1)�1/2
P

N

i=0(�1)i |ii. Indeed, we see that |h ̃
N

| Gi|2 ⇡p
⇡/N as N ! 1. Thus,  

G

is inaccurate for the ground
state in the harmonic potential. Note, however, that it
correctly describes the ground state of the impurity in

The ground state wavefunction is a sign-
alternating Pascal’s triangle



Approaching the many-body limit

Contact of the ground state wavefunction

• Approaches McGuire + LDA
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Figure 4. Illustration of the nearest-neighbor exchange con-
stants (18) of the spin Hamiltonian (15) for N = 100. We also
show the ground-state wavefunction (23) within our ansatz
(green dots).

form of the coe�cients means that the impurity at small
positive 1/g may minimize its energy by occupying pri-
marily the center of the spin chain, while alternating the
sign of the wavefunction on the di↵erent sites. Contrast
this with the ferromagnetic state, which is a completely
symmetric function of the impurity position
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This is equivalent to the state obtained by applying the
total spin lowering operator Ŝ� =

P
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Ŝi
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polarized state with S
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= (N + 1)/2. Note that this
symmetric spin function corresponds to an antisymmetric
wavefunction in real space.

The Heisenberg model obtained from our ansatz is ex-
act for N = 1 and N = 2, while it is approximate for
larger N . In particular, for N = 3 our ansatz yields
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which should be compared with the result obtained by us-
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ing
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The error in the coe�cients is thus less than 1%. Note
that Eq. (21) agrees with that found numerically in
Ref. [14]. For larger N  8 we find that the error in the
coe�cients at the central sites remains . 0.3%, while the
error at the edges of the spin chain remains . 5%. This

shows that our ansatz is most accurate when the impu-
rity is near the center of the harmonic potential. We will
demonstrate below that the ground-state wavefunction
of the impurity is negligible near the edges of the chain
even for large repulsion g, so the reduced accuracy in this
region has a tiny impact on its bulk properties.
Our e↵ective “harmonic” Heisenberg model in fact al-

lows us to determine the general solution for the single #
impurity within our ansatz analytically. We obtain

��� ̃
l

E
=⌘(N)

l

NX

i=0

lX

n=0

(�1)n
✓
l + n

n

◆✓
N � n

N � l

◆✓
i

n

◆
|#

i

i ,

(22)

for the eigenstates in the ground-state manifold, where

⌘
(N)
l

= [
�
N+l+1
2l+1

��2l
l

�
]�1/2 is a normalization constant.

This result may be verified by direct application of the
Hamiltonian (15), and follows from the basis functions
�
l

being discrete polynomials of the variable (i�N/2) of
maximum order l in the spin chain. The Gram-Schmidt
procedure of our ansatz then yields the orthonormal dis-
crete polynomials  ̃

l

with maximal order l in the variable
(i �N/2). Such functions are well-known in the field of
approximation theory as discrete Chebyshev polynomi-
als, see e.g. Ref. [37]. The analytical form for the ansatz
wavefunctions provides a simple solution to the Gram-
Schmidt procedure for general N . In particular, the
ground-state wavefunction is simply a (sign-alternating)
Pascal’s triangle:

��� ̃
N

E
=

✓
2N

N

◆�1/2 NX

i=0

(�1)i
✓
N

i

◆
|#

i

i . (23)

Note that, in real space, this wavefunction does not
change sign under the exchange of the impurity with a
majority particle. In terms of the basis states (4) the
ground-state wavefunction translates into

 ̃
N

=

p
N + 1

2N
q�2N

N

�
NX

l=0

�
l

NX

i=0
ki

(�1)i+k

✓
N

i

◆✓
l

k

◆✓
N � l

i� k

◆
.

From the analytical expression (23), we can determine
the probability that the impurity is at position i relative
to the majority particles in the ground state given by
P
N

(i) = |h#
i

| 
N

i|2. We obtain

P
N

(i) ' |h#
i

|  ̃
N

i|2 =

✓
2N

N

◆�1✓
N

i

◆2

. (24)

This prediction is dramatically di↵erent from the con-
stant probability distribution P

G

(i) = 1/(N + 1) pre-
dicted by Girardeau’s proposed ground state, which in
the spin-chain model takes the form | Gi = (N +

1)�1/2
P

N

i=0(�1)i |ii. Indeed, we see that |h ̃
N

| Gi|2 ⇡p
⇡/N as N ! 1. Thus,  

G

is inaccurate for the ground
state in the harmonic potential. Note, however, that it
correctly describes the ground state of the impurity in
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an infinite well in the limit N ! 1, where the spin ex-
change coe�cients are constant and the boundaries are
irrelevant.

Finally, we emphasize that the mapping to the e↵ective
Heisenberg model allows us to generalise our ansatz from
the impurity problem to any N" and N#: One simply
needs to calculate the eigenstates of the Hamiltonian (15)
with coe�cients given by Eq. (18).

VI. APPROACHING THE MANY-BODY LIMIT

The fact that the wavefunction overlaps appear to ex-
trapolate to a numerical value very close to 1 (see Fig. 2),
indicates that our ansatz is highly accurate also in the
many-body limit. This tantalising observation provides
ample motivation to investigate the properties of the im-
purity ground state (23) at large repulsion for N ! 1, as
this is the state most readily explored in experiment. We
focus on properties that depend on the impurity proba-
bility distribution in the bulk of the system.

A. Contact

The first such quantity is the contact coe�cient of
the ground state, as shown in Fig. 5. We compare it
with the expression C

N

⇡ 8
p
2N3/(3⇡) corresponding to

McGuire’s exact solution to the single impurity problem
in free space [38] mapped onto the harmonically confined
system using the local density approximation [17]. We
see that our prediction for the contact appears to ex-
trapolate to the Bethe ansatz result in the many-body
limit, thus implying that the local density mapping of
the Bethe ansatz solution is valid for the single-impurity
ground-state energy. Indeed, this is consistent with the
fact that the ground-state wavefunction of the impurity
is confined to the central region of the trap (see Fig. 4)
where the density of majority particles is highest.

B. Impurity density

We now calculate the probability density of the impu-
rity in real space, P

N

(x0) =
R
dx1 · · · dxN

| 
N

(x)|2. This
is very complicated to evaluate for general N , but in the
thermodynamic limit N ! 1, the probability distribu-
tion of the approximate ground-state wavefunction (23)
may be converted into P

N

(x0). The distribution of ma-
jority particles is una↵ected by the presence of the im-
purity in the thermodynamic limit, and according to the
local density approximation it is

n(x) =
1

⇡

p
2µ(x) =

1

⇡

p
2µ0 � x2, (25)
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Figure 5. Contact coe�cient of the ground state at small
positive 1/g as a function of N . The dots are the analyti-
cal results for N  3 and numerical results for 4  N  8.
We do not show a comparison between the ground-state con-
tact and the perturbation evaluated within our approximate

states, h  ̃N

���H0
��� ̃N

E
, since the relative error between these

is less than 0.05% for N  8. The dashed line is McGuire’s
free-space solution mapped to the harmonic potential using
the local density approximation — see the discussion in the
main text. Inset: The ground-state contact coe�cient in units
of N3/2 and plotted as a function of 1/N to illustrate the
possible convergence to McGuire’s prediction (marked by a
triangle). The dashed line is a cubic fit. We also compare
with the expectation value of Girardeau’s proposed ground
state h G|H0 | Gi (green squares).

where µ0 is the chemical potential at the center of
the harmonic potential. This in turn yields N =Rp

2µ0

�p
2µ0

n(x)dx = µ0. The lattice index i in the Heisen-
berg model corresponds to the number of majority par-
ticles to the left of the impurity; thus it may be related
to the position in real space via i =

R
x0

�1 n(x). Since
R 0
�1 n(x) = N/2, we can then write

i�N/2

N
=

1

N

Z
x0

0
n(x)dx

=
1

⇡

2

4 x0p
2µ0

s

1� x2
0

2µ0
+ arcsin

✓
x0p
2µ0

◆3

5 .

Focussing on the central part of the harmonic poten-
tial where x0 ⌧ p

2µ0, the right hand side is approxi-
mately 2x0/(⇡

p
2µ0). Substituting this into Stirling’s ap-

proximation to the ground-state probability distribution,
P
N

(i) ⇡ 2(⇡N)�1/2 exp[�(2i�N)2/N ], finally yields the
probability density of the impurity particle in the ther-
modynamic limit:

P
N

(x0) '
✓
2

⇡

◆3/2

e�8x2
0/⇡

2

. (26)

Remarkably, upon tuning the system from the non-
interacting ground state at g = 0+ with probability den-

Probability distribution of the impurity in the 
ground state wavefunction using LDA

PNI(x0) = e

�x

2
0
/

p
⇡



Breathing modes

• Shift of energies in higher manifolds can be calculated using a dynamical 
SO(2,1) symmetry

• In the absence of a harmonic potential, the system is scale invariant in the TG 
limit

• The introduction of the harmonic potential leads to an algebra with SO(2,1) 
commutation relations Pitaevskii and Rosch, PRA 1997
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we find

h�
l

|Ŝ†(�)H0Ŝ†(�)|�
n

i = 1

�3
h�

l

|H0|�
n

i, (30)

and, as explained in Appendix D, it follows that the scal-
ing dimension of H0 is �H0 = 3 in 1D. The calculation of
Eq. (29) is now rather long and cumbersome but straight-
forward since all necessary commutators are known [41].
The final result, given in Appendix D, yields the energy
shift of the state |ni as a function of the energy shift of all
lower states in the tower. The simplest case is the energy
shift �E1 of the first excited breathing state |1i = B̂†|0i,
given by

�E1 =

✓
1 +

3

4E0

◆
�E0, (31)

where �E0 is the energy shift of the N+1 particle ground
state away from the value E0 = N(N + 2)/2 in the TG
limit. Equation (31) predicts that the energy shift of the
first excited mode is larger than the shift of the state in
the ground-state manifold. Physically, this means that
the excited state energy approaches its non-interacting
value faster than the ground state as one moves away
from the TG limit. Used in combination with Eq. (14),
Eq. (31) generalises our ansatz for the spectrum to higher
energy manifolds.

We can compare the prediction of Eq. (31) with the
exact solution to the two-body problem. In 1D, the ex-
act two-body energies E are determined by the equation
�(3/4 � E/2)/�(1/4 � E/2) = �g/2

p
2 [31]. Close to

the TG limit g ! 1, we have E = 3/2 + �E0 for a state
in the ground-state manifold and E = 7/2 + �E1 for the
first excited state in the tower, with �E

i

/E ⌧ 1. Using
�(x) ' 1/x and �(x � 1) ' �1/x for x ⌧ 1, the ex-
act two-body solution yields �E1/�E0 = 3/2. Inserting
E0 = 3/2 in Eq. (31) yields the same result, explicitly
demonstrating that our formula, valid for any N , recov-
ers the exact two-body theory close to the TG limit.

For large N , it immediately follows from Eq. (31) that
the correction to the energy shift of the first excited man-
ifold goes as 1/N2. Moreover, this holds for any n ⌧ N
(see Appendix D). Thus, in the thermodynamic limit
we find that the dynamic SO(2, 1) symmetry extends to
finite interactions, up to order 1/g.

The approach described in this section is exact to low-
est order in 1/g, and it is completely general. It would
for instance be interesting to apply it to a system of 1D
bosons close to the TG limit, where the frequency shift of
the lowest breathing mode was recently calculated using a
mapping to an e↵ective fermionic Hamiltonian combined
with perturbation theory [42].

VIII. EXPERIMENTAL PROBES

An important question is how our ansatz can be tested
experimentally. We now discuss three probes particularly

relevant to cold atoms experiment: Breathing modes,
tunneling experiments, and radio-frequency (RF) spec-
troscopy.

A. Breathing modes

One approach that has been applied in cold-atom
experiments in higher dimensions [43–45], is to excite
a monopole (breathing) mode in the gas and measure
its frequency. In the TG limit, the result would be a
tower of modes separated by twice the harmonic oscil-
lator frequency, corresponding to the higher manifolds
discussed previously in Sec. VII. Focusing on the first
of these modes, from Eq. (31) we predict the shift in
the frequency at large finite repulsion to be given by
�E1 � �E0 = 3�E0/4E0, i.e., proportional to the inverse
coupling constant. The breathing mode can thus provide
a sensitive probe of interactions in the few-body system.
On the other hand, in the many-body limit we predict
the absence of a shift in the breathing mode at order 1/g,
which would also be experimentally observable.

B. Tunneling probability
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0.0001

Figure 7. Tunneling probability of the impurity in the ground
state as a function of majority particle number. The dia-
monds, open circles, and squares are for the states  N ,  ̃N ,
and  G, respectively. The dashed line is the asymptotic pre-
diction for our approximation scheme in the limit of large N ,
PN (0) ⇡ p

⇡N2�2N .

The ground-state wavefunction  
N

for the impurity
problem may be probed in the type of experiments re-
cently developed in the group of S. Jochim [21, 22]. Here,
starting from the non-interacting ground state at g = 0+,
the system is adiabatically tuned to the TG limit. Ap-
plying a magnetic-field gradient then allows the experi-
mentalists to release atoms from the edge of the sample,
and measure the probability that the impurity atom is
the first to tunnel out of the trap.

2D: Moroz PRA 2012

In the TG limit, the breathing modes form a tower of 
modes separated by twice the harmonic oscillator 
frequency. Away from TG limit this is 
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we find
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|Ŝ†(�)H0Ŝ†(�)|�
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i, (30)

and, as explained in Appendix D, it follows that the scal-
ing dimension of H0 is �H0 = 3 in 1D. The calculation of
Eq. (29) is now rather long and cumbersome but straight-
forward since all necessary commutators are known [41].
The final result, given in Appendix D, yields the energy
shift of the state |ni as a function of the energy shift of all
lower states in the tower. The simplest case is the energy
shift �E1 of the first excited breathing state |1i = B̂†|0i,
given by

�E1 =

✓
1 +

3

4E0

◆
�E0, (31)

where �E0 is the energy shift of the N+1 particle ground
state away from the value E0 = N(N + 2)/2 in the TG
limit. Equation (31) predicts that the energy shift of the
first excited mode is larger than the shift of the state in
the ground-state manifold. Physically, this means that
the excited state energy approaches its non-interacting
value faster than the ground state as one moves away
from the TG limit. Used in combination with Eq. (14),
Eq. (31) generalises our ansatz for the spectrum to higher
energy manifolds.

We can compare the prediction of Eq. (31) with the
exact solution to the two-body problem. In 1D, the ex-
act two-body energies E are determined by the equation
�(3/4 � E/2)/�(1/4 � E/2) = �g/2

p
2 [31]. Close to

the TG limit g ! 1, we have E = 3/2 + �E0 for a state
in the ground-state manifold and E = 7/2 + �E1 for the
first excited state in the tower, with �E
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/E ⌧ 1. Using
�(x) ' 1/x and �(x � 1) ' �1/x for x ⌧ 1, the ex-
act two-body solution yields �E1/�E0 = 3/2. Inserting
E0 = 3/2 in Eq. (31) yields the same result, explicitly
demonstrating that our formula, valid for any N , recov-
ers the exact two-body theory close to the TG limit.

For large N , it immediately follows from Eq. (31) that
the correction to the energy shift of the first excited man-
ifold goes as 1/N2. Moreover, this holds for any n ⌧ N
(see Appendix D). Thus, in the thermodynamic limit
we find that the dynamic SO(2, 1) symmetry extends to
finite interactions, up to order 1/g.

The approach described in this section is exact to low-
est order in 1/g, and it is completely general. It would
for instance be interesting to apply it to a system of 1D
bosons close to the TG limit, where the frequency shift of
the lowest breathing mode was recently calculated using a
mapping to an e↵ective fermionic Hamiltonian combined
with perturbation theory [42].

VIII. EXPERIMENTAL PROBES

An important question is how our ansatz can be tested
experimentally. We now discuss three probes particularly

relevant to cold atoms experiment: Breathing modes,
tunneling experiments, and radio-frequency (RF) spec-
troscopy.

A. Breathing modes

One approach that has been applied in cold-atom
experiments in higher dimensions [43–45], is to excite
a monopole (breathing) mode in the gas and measure
its frequency. In the TG limit, the result would be a
tower of modes separated by twice the harmonic oscil-
lator frequency, corresponding to the higher manifolds
discussed previously in Sec. VII. Focusing on the first
of these modes, from Eq. (31) we predict the shift in
the frequency at large finite repulsion to be given by
�E1 � �E0 = 3�E0/4E0, i.e., proportional to the inverse
coupling constant. The breathing mode can thus provide
a sensitive probe of interactions in the few-body system.
On the other hand, in the many-body limit we predict
the absence of a shift in the breathing mode at order 1/g,
which would also be experimentally observable.

B. Tunneling probability
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Figure 7. Tunneling probability of the impurity in the ground
state as a function of majority particle number. The dia-
monds, open circles, and squares are for the states  N ,  ̃N ,
and  G, respectively. The dashed line is the asymptotic pre-
diction for our approximation scheme in the limit of large N ,
PN (0) ⇡ p

⇡N2�2N .

The ground-state wavefunction  
N

for the impurity
problem may be probed in the type of experiments re-
cently developed in the group of S. Jochim [21, 22]. Here,
starting from the non-interacting ground state at g = 0+,
the system is adiabatically tuned to the TG limit. Ap-
plying a magnetic-field gradient then allows the experi-
mentalists to release atoms from the edge of the sample,
and measure the probability that the impurity atom is
the first to tunnel out of the trap.



Conclusions and outlook

• We proposed a strong coupling ansatz for a single impurity immersed in a 1D 
Fermi gas in a harmonic potential

• Wavefunction overlaps with exact states exceed 0.9997 for all up to N=8

• We obtained an approximate l(l+1) spectrum

• No small parameter — “weakly broken” symmetry?

• We obtained the model within which our approximation is exact

• Harmonic Heisenberg model - valid for any number of particles

• For the 2+2 problem, wavefunction overlap is                    when comparing 
with numerics

• The ground state manifold is formed from the discrete Chebyshev polynomials

• Mappings from fermions to bosons? SU(N) magnetism? Higher dimensions?
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Using our ansatz, we can calculate the tunnelling prob-
ability of the impurity simply by taking i = 0 in (24)
which gives

P
N

(0) '
✓
2N

N

◆�1

. (32)

The tunneling probability is displayed in Fig. 7 as a func-
tion of majority particle numberN . ForN = 1, the result
is trivially 1/2. For N = 2 the result (32) is also exact,
giving 1/6 which matches the prediction of Ref. [13]. Our
analytic calculation for N = 3 (see Appendix B) and nu-
merical calculations for 4  N  8 are also found to
match the numerical calculations of Ref. [13]. We fur-
ther see that the approximation (32) works quite well,
with a maximum error of 20% for N = 8 where how-
ever the tunneling probability is ⇠ 10�4. As mentioned
above, our model has the largest error at the edges of the
spin chain, whereas it works much better for quantities
that depend on the bulk of the system.

C. Radio-frequency spectroscopy

Another important probe for cold atomic gases is RF
spectroscopy. Consider a homogenous RF-probe with fre-
quency !rf which flips the impurity atom from the hy-
perfine state |ai to the hyperfine state |bi. Within linear
response, the RF signal is proportional to

X

i,f

(P
i

� P
f

)
���hf |R dx  ̂†

b

(x) ̂
a

(x)|ii
���
2
�(!rf + E

i

� E
f

),

where P
i

(P
f

) is the probability of occupation of the ini-

tial |ii (final |fi) many-body state, and  ̂
�

is the field
operator for the hyperfine state |�i. From the above, we
can read o↵ the RF signal that will be observed.

Assume that the system initially is in a definite state |ii
and that all final states are empty. There are two kinds
of RF spectroscopy. In direct RF-spectroscopy, a =# and
the impurity atom interacts with the " atoms in the ini-
tial state, which belongs to the interacting many-body
ground-state manifold, whereas the final hyperfine state
|bi of the impurity atom does not interact with the ma-
jority atoms. There will then be a peak at !rf = �E0

in the RF spectrum in the TG limit, and the reduction
of the height of the peak from its non-interacting value
gives the quasiparticle residue of the initial state. There
will also be peaks at !rf = �E0 + 2n with n = 1, 2, . . .
as the initial interacting wavefunction has components in
excited non-interacting states with the same parity. The
shift of the peak position away from !

rf

= �E0 gives
the energy shift of the many-body ground state when
1/g > 0. In inverse RF spectroscopy, the initial state |ai
of the impurity atom does not interact with the majority
atoms whereas the final state does with b =#. There will
then be a peak at !rf = E0 in the RF spectrum in the
TG limit and the shift in position when 1/g > 0 again

gives the many-body energy shift directly. The reduc-
tion of the height of the peak from its non-interacting
value gives the quasiparticle residue. There will also be
RF peaks at higher frequencies corresponding to flipping
into the excited interacting states.
Finally, the residue may also be probed by ramping up

the RF intensity and studying the coherent, long-lived
Rabi oscillations that the impurity performs between the
two states |ii and |fi. Since the frequency is propor-
tional to the overlap integral between the interacting and
non-interacting many-body state, the Rabi frequency is
reduced by a factor

p
Z. As such, measuring this reduc-

tion is a reliable method for extracting the quasiparticle
residue and has been successfully used in the case of the
3D impurity problem [46].

IX. CONCLUSIONS AND OUTLOOK

In the present work, we investigated in detail the prop-
erties of a single impurity immersed in a Fermi sea of
N majority particles near the TG limit. By compar-
ing with exact numerical results, we have demonstrated
the impressive accuracy of our strong-coupling ansatz for
arbitrary N . We have furthermore identifed the e↵ec-
tive Heisenberg Hamiltonian within which our ansatz is
exact, and this has allowed us to evaluate analytically
the entire ground-state manifold, yielding the discrete
Chebyshev polynomials. In particular, the ground-state
wavefunction from our ansatz at strong repulsion is a
sign-alternating Pascal’s triangle in the spin chain. Since
its overlap with the exact ground-state wavefunction ex-
trapolates to a value ⇠ 0.9999 for N ! 1, we believe
that Eq. (23) is essentially indistinguishable from the re-
sult of numerically exact approaches.
Our predictions for the wavefunctions and the energy

spectrum at strong coupling may be probed in cold-atom
experiments, as discussed in Sec. VIII. The breath-
ing mode gives access to the tower of states in higher
manifolds considered in Sec. VII, while tunneling exper-
iments can directly reveal the structure of the ground-
state wavefunction. If such a tunneling experiment (or
similar) could be engineered to probe the whole probabil-
ity distribution rather than just the edges, then it could
test our predicted Gaussian profile for the # impurity in
the TG limit.
An advantage of the single-impurity problem is the rel-

atively straightforward manner in which we can evalu-
ate the nearest neighbor constants (18) of the e↵ective
Heisenberg Hamiltonian (15) within our ansatz. How-
ever, we emphasize that Eq. (15) describes any number
of ", # particles in the strongly coupled regime. Con-
sider, for instance, the case of N" = N# = 2. There are
6 = 4!/(2!)2 states in the ground-state manifold, with
S = 2 (one), S = 1 (three), and S = 0 (two). Diagonaliz-
ing the Hamiltonian in the basis of the states Si

�S
j

� |""""i
with i 6= j yields overlaps & 0.99998 between exact and
approximate wavefunctions. Taking the wavefunctions
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